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Abstract

A central problem in modern condensed matter physics is the understanding of materials
with strong electron correlations. Despite extensive work, the essential physics of many
of these systems is not understood and there is very little ability to make predictions
in this class of materials. In this manuscript we share our personal views on the major
open problems in the field of correlated electron systems. We discuss some possible
routes to make progress in this rich and fascinating field. This manuscript is the result of
the vigorous discussions and deliberations that took place at Johns Hopkins University
during a three-day workshop January 27, 28, and 29, 2020 that brought together six
senior scientists and 46 more junior scientists. Our hope, is that the topics we have
presented will provide inspiration for others working in this field and motivation for
the idea that significant progress can be made on very hard problems if we focus our
collective energies.
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1 Introduction

The model of non-interacting electrons is well established in solid-state physics. It is a remark-
able fact of nature that, for many materials, the effects of electron-electron interactions can
be best captured by ignoring the correlations they produce. In other systems, interactions can
often be included as a perturbation and manifest through renormalizing parameters such as
the effective mass, without altering the qualitative behavior. Such systems can be adiabatically
connected to an interaction-free system. There are, however, other materials whose proper-
ties explicitly manifest strong interactions, where adiabatic connection to an interaction-free
system is not possible, or is not useful. Such strongly correlated electron systems host a tremen-
dous variety of fascinating macroscopic phenomena including high-temperature superconduc-
tivity, quantum spin-liquids, fractionalized topological phases, and strange metals. Despite
many years of intensive work, the essential physics of many of these systems is still not under-
stood, and we do not have an overall perspective on strong electron correlations. Moreover,
our predictive power for such systems is lacking. This topic is central to a broader range of
scientific disciplines, such as atomic and molecular physics, nuclear and high energy physics,
astrophysics, and chemistry, where many-body effects are significant. Despite decades of in-
tensive research, there has been relatively limited progress on an overall picture. Is a unified
perspective even possible? Or is the “Anna Karenina Principle” in effect1 – all non-interacting
systems are alike; each strongly correlated system is strongly correlated in its own way?

In thinking about the future of the correlated electron problem, myriad questions abound.
Is there a general definition of a strongly correlated material? Is a general framework to un-
derstand strong electronic correlations possible? Are numerical approaches essential? Can we
develop general frameworks to better make predictions? What new experiments can we design
that give essential insight to heretofore unrecognized correlations? Is “hidden order” ubiqui-
tous? Can we hope to understand exotic superconductors in the same way we understand
conventional superconductors? What would a “solution” to the “problem” even look like? Is
there a problem? Or are there many problems? What is the future of correlated electrons? In
searching for “the future” should we come back to the possible avenues not fully explored in
the past, or invest in completely new directions, or do both?

On January 27, 28, and 29, 2020, a workshop (organized by NPA) was held at The Johns
Hopkins University to try to answer these and other questions.2 Six senior scientists gave lec-
tures on the first day on their ideas to solve parts of the correlated electron problem.3 On
days 2 and 3, 46 more junior scientists brainstormed, debated, and wrote about their different
approaches to understanding correlated electrons. This manuscript is the result of those vig-
orous deliberations. This manuscript was written through collaborative writing software such
as Google Docs, Slack, and Overleaf. Subject topics and the general format was suggested by
NPA, but the ultimate topics were chosen by consensus on the morning of the second day. 80%
of the text was written collectively in the first 72 hours after the workshop. All 47 coauthors
contributed to the writing and proofing, both at the workshop and afterwards. NPA edited this
manuscript.

It is important to note that this manuscript is not a review and no attempt to be complete
has been made. The topics and opinions expressed are idiosyncratic, and reflect the particular
interests and preferences of the people who spoke at and attended the workshop. It presents
their collective vision for the future of the correlated electron problem. We hope that this

1https://en.wikipedia.org/wiki/Anna_Karenina_principle.
2https://physics-astronomy.jhu.edu/the-future-of-the-correlated-electron-problem-workshop/.
3The original lecturers for the workshop were A. Kapitulnik, A.J. Leggett, M.B. Maple, M. Norman, P. Risebor-

ough, and G.A. Sawatzky. MBM was unfortunately unable to travel to Baltimore and so T.M. McQueen generously
gave a lecture on materials aspects of the correlated electron problem. However, MBM’s slides were used as a
reference for the writing of this mansucript.
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document can serve as a starting point for further debate. And although we do our best to
anticipate what directions will be important in the future, we do so with the full expectation
(and hope) that much of the below will become irrelevant as some person in some laboratory
somewhere in the world will look at some new data coming out of a new experiment on a new
material and say, “That’s funny...”.4 And we will learn even more about the incredible numbers
of ways that electrons can behave in solids.

2 What is “the” problem?

There is no consensus on the role of strong electron correlations in solids. Moreover, at present,
there is no agreed single definition as to what constitutes the correlated electron problem.
As such, for the purposes of this manuscript, we adopt the following working definition: a
correlated electron problem is one in which interactions are so strong or have a character such
that theories based on the underlying original “bare” particles fail even qualitatively to describe
the material properties. These original free “particles” of a strongly correlated system could be
electrons, or spin-flips, or local vibrations. For instance, exactly solvable models with emergent
free quasiparticles (e.g. the Kitaev spin liquid [1]) are strongly correlated by this definition.5

The optimistic hope is that a large class of such problems can be understood using a set of
similar underlying principles, which are as of yet not understood by us. We believe that such
principles should either provide us with a blueprint for a robust predictive power for material
realizations or an understanding of why this is not possible. While it may be possible to arrive
at such principles by general reflection, our judgment is that a general “solution” to the strongly
correlated problem will most likely be identified in the common features of candidate solutions
to individual strongly correlated “problems.” Far from being a mere after-thought to those
specific solutions, a general principle arrived at in this way should provide the predictive power
needed to find new useful materials with interesting phenomena. In this spirit, we will review
some current problems in condensed matter physics that we feel most likely to be fertile in
this regard.

As this workshop was intended to be forward-looking, we present below topics that we see
as representative of the future of the correlated electron problem. The discovery in 1986 of
cuprate high-temperature superconductivity [4] was not the start of this field, but gave strong
impetus to a vast number of researchers to join it. We thus introduce (A) the field of corre-
lated superconductors at the outset. We then follow with a survey of (B) quantum spin liquids
and (C) strange metals, which grew initially from the field of correlated superconductivity, but
which currently represent independent thriving fields of study in their own right. We address
(D) quantum criticality and competing orders, which appear to be common among many of
correlated systems. In addition, we include a section on (E) correlated topological materials,
which has seen significant outgrowth following the discovery of three-dimensional (3D) sym-
metry protected topological insulators [5]. Lastly, in contrast to these topical material classes,
we also discuss the possibility of (F) returning to “legacy materials”, which can exhibit similar
correlated electron physics and often carry the benefit of accumulated knowledge and per-
haps simpler materials synthesis. Several of these phases or properties can be intertwined in
strongly correlated materials [6] and the link between them is mysterious. Understanding the
potential causality or competition between these phenomena could help unveil some univer-

4The quote “The most exciting phrase to hear in science, the one that heralds new discoveries, is not ‘Eureka!’
(I found it!) but ‘That’s funny’ ” has been ascribed to Issac Asimov, but various other attributions exist.

5Perhaps even this definition is problematic. Are heavy fermion Fermi liquids with masses approximately a 1000
times [2] the free electron mass strongly correlated by this definition? Perhaps not, but most would agree that
they are strongly correlated. This leaves us with the only unassailable definition, which is that we know a strongly
correlated system “when we see it.” [3]
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Figure 1: Properties such as magnetism, topology, superconductivity and strange
metal behavior coexist in some material’s phase diagrams. For each binary link con-
necting these properties, we list a few examples of systems in which both phenomena
can be found and which are natural candidates to study the specific relation between
these properties.

sal mechanism between different families of compounds. In Fig. 1 we show some candidate
systems for the study of topology, unconventional superconductivity, magnetism and strange
metal behavior. The topics discussed below are undoubtedly not exhaustive and we anticipate
an outgrowth of new research areas as completely new subjects emerge and merge. Indeed,
this is what makes this field so particularly dynamic and exciting.

To address the complexity of the correlated electron problem, sophisticated experimental
probes, methods for material design and growth, as well as theoretical and numerical tools
have been developed in recent years. We survey a number of these efforts, ranging from the
development of spectroscopic and microscopic techniques to efforts to study materials under
conditions of ever-increasing extremity. And we make some suggestions about what we believe
is needed experimentally and theoretically to make progress here. Finally, at the risk of stating
the obvious, it must be stressed that in order to make progress, time, energy, and resources
must be brought to bear. Funded research, meetings, and publications should have the general
treatment of correlated systems as their subject, even if some of these efforts will stray into
speculation.

3 What are the problems?

3.1 Correlated superconductors

3.1.1 Definition of the problem

Many strongly correlated metals exhibit superconductivity at sufficiently low temperatures. A
comprehensive understanding of these systems is necessary not only for achieving practical
applications but also for clarifying many other exotic phenomena of condensed matter. Here,
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we focus on superconductors that cannot be well-described by the Migdal-Eliashberg theories
or their extensions based on electron-phonon coupling as the pairing mechanism. So far, this
list includes but is not limited to cuprates [4], iron pnictides [7], iron chalcogenides [8, 9],
ruthenates [10], nickelates [11], heavy fermion compounds [12–14], and organics [15], and
perhaps twisted bilayer graphene (TBG) [16]. The discussion presented here is in no way
complete, so we refer the interested reader to a number of excellent review articles [17–23].

Although the standard, weak-coupling BCS expression for the superconducting transition
temperature places an upper limit on the superconducting critical temperature in many ma-
terials (if a moderate Coulomb retardation is assumed) [24,25], the energy scale of electron-
electron interactions in correlated electron systems is generally much higher, suggesting that
electronic mechanisms for superconductivity have the potential to produce high-Tc . Corre-
lated superconductors generally support a richer set of superconducting ground states, includ-
ing those with odd-parity and time-reversal symmetry breaking, and of course higher orbital
angular momentum wave functions (e.g. d-wave).

3.1.2 Possible structure of a solution

A particularly ambitious goal for correlated superconductivity would be to find a theory that
would identify a mechanism for the formation of Cooper pairs analogous to the phonon-
mediated superconductivity that applies to conventional superconductors. Such a theory might
also offer insight into the connection between the exotic normal state properties and the su-
perconducting properties of correlated superconductors. For example, the normal states of
many correlated superconductors feature non-Fermi liquid transport (see Sec. 3.3) and quan-
tum critical behavior (see Sec. 3.4), as well as charge and spin density waves and pseudogap
states, but it remains unclear what role these properties play in the formation of superconduc-
tivity.

It is possible, however, that it may be difficult to implicate a specific pairing interaction
in these systems that would be analogous to the BCS Migdal-Eliashberg phonon mechanism.
This is reminiscent of the case of superfluid He3. In this system, even before the discovery
of superfluidity, there were proposals for d-wave pairing based on van der Waals attraction
between atoms [26]. However, based on exchange interactions and the fact that He3 was
believed to be almost ferromagnetic, p-wave spin-triplet superfluidity was also proposed [27].
Some years later, He3 was indeed found to be a p-wave superfluid [28,29], but it was ultimately
realized that many interactions contribute to pairing, including density, spin, and transverse
current interactions. It was therefore not possible to point to a single pairing mechanism [19,
29], despite the fact that there is a tendency to focus on “spin-fluctuation exchange.” “If one
is interested in calculating the actual value of the effective pairing interaction quantitatively, it
is by no means obvious that it is a good approximation to limit oneself to the exchange of spin
fluctuations only”, as Leggett wrote [29] long ago. We feel there is a similar lesson here for
correlated superconductors. If one cannot point to a distinct mechanism in a comparatively
simple material like He3, it is likely that this issue is even more challenging to resolve in solid-
state systems. It may be that electron-phonon mediated superconductivity is a unique case
due to disparity between electronic and phononic energy scales and the fact that the lattice
and electrons comprise distinctly different sub-systems.

The fact that a specific mechanism may not be able to be implicated in some unconventional
superconductors does not mean quantitative questions cannot be asked and answered. One
such discussion may revolve around how energy is saved in the formation of a superconduc-
tivity [30–35]. Such a theory might still provide recipes for constructing superconductors with
various properties, and enable control over the critical temperature or symmetry of the super-
conducting gap. Such an approach would clarify if room temperature superconductivity under
normal conditions is a realistic possibility and where to look for exotic superconducting gap
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symmetries (e.g. odd-parity superconductors or superconductors with multi-component order
parameters). In conventional BCS superconductors for instance, energy is saved through a
decrease of the kinetic energy of the ions and the total potential energy, which outweighs the
penalty from the increased electron kinetic energy (see Ref. [36] and note that this calculation
was pre-BCS! Also see Ref. [37]).

There is a significant history of related analyses for exotic superconductors, but still sub-
stantial room for progress. Scalapino and White [31] suggested that energy lowering in
the cuprate’s superconducting state could primarily come through the exchange interaction
J〈Si · Sj〉. In principle one could quantify magnetic energy savings by looking at differences
in the neutron scattering structure factor S(q,ω) between normal and superconducting state.
Demler and Zhang proposed a particular mechanism along these lines [32]. Experimentally,
the exchange energy change was in excess of the condensation energy and it was proposed
the difference could be due to the relative cost of kinetic energy in the superconducting
state [32, 39] as happens in BCS-style superconductors. This is not necessarily the case how-
ever. For instance, Hirsch has predicted that superconductivity is driven by lowering of elec-
tronic kinetic energy due to changes in the electronic mass in the superconducting state [30].
Under some scenarios, the kinetic energy changes can be measured in optical conductivity ex-
periments. Here the experimental situation is inconclusive in the cuprates with possible quali-
tative differences in kinetic energy savings from underdoped and overdoped regimes [40,41].
It was proposed by Leggett that superconductivity in many correlated superconductors is
driven by a saving in Coulomb energy that takes place predominantly at long wavelengths
and mid-infrared frequencies, which results from the increased screening due to formation of
Cooper pairs [34]. This scenario seemingly explained several trends in many known non-BCS
high-temperature superconductors, including their quasi-2D nature, their relative insensitiv-
ity to other aspects of structure, trends of Tc with the number of CuO2 layers per unit cell
in cuprates, and a common prominent mid-infrared absorption. Studies with q ∼ 0 mea-
surements of the loss function (from optical ellipsometry [38]) showed that changes to the
Coulomb energy can likely account for a significant portion of the condensation energy for
overdoped cuprates (Fig. 2), but the analysis had to make estimates for the finite q extrapo-
lation of the data. Therefore, further measurements of the loss function performed at finite
q with momentum-resolved electron energy loss spectroscopy are needed to test this theory
in more detail. There is also some merit to theoretical analyses or energy savings particularly
for numerical works [42–44]. Related analyses, which in some ways is simpler, can also be
performed for the single particle spectral function, that is in principle measurable with Angle-
Resolved Photoemission Spectroscopy (ARPES) [45]. However finite energy and momentum
resolution, uncertainties with normalization, and matrix element effects have made such an
approach unreliable. Irrespective of the details, the general point is that questions with quan-
titative answers can be asked even without appealing to any paradigms that we associate with
BCS, Migdal-Eliashberg theory.

3.1.3 Central questions

To organize our thinking, we identify five central questions on the problem of correlated su-
perconductors.

1. What is (are) the pairing mechanism(s)? All known superconductors (correlated
or otherwise) contain Cooper pairs. The question of the mechanism of superconduc-
tivity concerns the effective attractive interaction that is responsible for pair binding.
If this interaction arises due to exchange of a soft (low-energy) bosonic excitation, we
may speak of the boson as a “pairing glue”, in analogy to the role of phonons in BCS,
Migdal-Eliashberg superconductors. A fundamental challenge with correlated supercon-
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Figure 2: (top) The difference between the normal and superconducting state
Coulomb interaction energy calculated within the “midinfrared” and BCS scenar-
ios [38]. This is one possible model for the source of energy savings in a correlated
superconductor without identifying a specific pairing “glue.” Here the BCS model
calculation is for d-wave symmetry, x = 0.16 hole doping, and with the interac-
tion adjusted such as to give Tc = 100 K. (bottom) The estimated difference be-
tween normal and superconducting state Coulomb interaction energies (∆Emir

c ) for
Bi2Sr2CaCu2O8−x crystals, together with the total energy difference from heat capac-
ity (Econd) at different doping levels. Also plotted is the result of a calculation that
estimates the changes in kinetic energy (∆K) when entering the superconducting
state. From Ref. [38].
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Figure 3: Phase diagrams of several unconventional superconductors:
(a) Temperature-hole doping schematic phase diagram of hole-doped cuprates [21].
(b) Temperature-pressure schematic phase diagram of the organic superconductor
κ-(ET)2Cu2(CN)3 [46]. (c) Temperature-carrier density phase diagram of twisted
bilayer graphene at the magic angle θ = 1.16◦ [16]. Rx x is the longitudinal
resistance. (d) Temperature-phosphorus concentration phase diagram of the iron
pnictide BaFe2(As1−xPx)2 [47]. α is the exponent of the temperature dependence of
the resistivity. All phase diagrams show multiple competing phases in the vicinity of
the superconducting dome.

ductivity may be that the same electrons that give rise to the pairing interaction are those
that form Cooper pairs. Furthermore, as seen in the example of He3, multiple types of
fluctuations may contribute to the pairing interaction, such that the pairing mechanism
cannot be ascribed clearly to a single process. Moreover, exchange of a pairing boson
is not even necessary given that instantaneous (high-energy) interactions can also con-
tribute to pairing in unconventional superconductors [48].

2. How/where is energy saved? In the absence of a clear answer to the question of
the pairing mechanism, it is possible nevertheless to ask reasonably model-independent
questions concerning the superconducting state. In particular, what kind of energy (i.e.
kinetic, magnetic exchange, Coulomb) is saved when the system transitions to the su-
perconducting state [30–35]? The answer to this question, which can possibly be de-
termined experimentally through optics and momentum-resolved probes such as elec-
tron energy loss spectroscopy, inelastic X-ray scattering, inelastic neutron scattering, or
ARPES, has significant implications both for developing theoretical models of correlated
superconductors and for guiding the experimental search for novel superconductors.

10

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8


SciPost Phys. Comm. Rep. 8 (2025)

3. What is the order parameter symmetry? The symmetry of the superconducting or-
der parameter is a property that is defined independent of any microscopic mechanism.
However, it can be used to constrain new theories of correlated superconductors. The
most definitive order parameter tests are those that are sensitive to the superconducting
order parameter’s phase, such as corner SQUID and tri-crystal measurements [49]. Un-
fortunately, among correlated superconductors, such studies were – until recently [50] –
only performed for the cuprates [49,51]. It is unknown to what extent the order param-
eter symmetry varies between different classes of correlated superconductors. While a
single order parameter symmetry seems universal for cuprates, this may not be the case
in other classes of correlated superconductors [52].

It is remarkable how challenging it can be to answer even this simplest of questions
for correlated superconductors. The community has grappled with it recently in the
case of Sr2RuO4. Largely accepted as the best example of a time-reversal symmetry
breaking p-wave superconductor [10, 53], recent nuclear magnetic resonance (NMR)
and strain experiments appear to have debunked this conclusion and a reevaluation is
underway [54,55].

4. Why do very different systems have similar phase diagrams? Many correlated su-
perconductors exhibit striking similarities between their phase diagrams (Fig. 3). These
similarities include the existence of additional broken symmetry states, quantum critical
points, proximity to magnetism, and superconducting domes [17]. Proximity between
superconductivity and magnetism exists, for instance, in cuprates, organic superconduc-
tors, and iron pnictides. Similarly, several systems exhibit a Mott insulating state in a
parent compound at half filling (often under pressure), including possibly the recently
discovered magic-angle TBG. The common features between different phase diagrams
suggest that similar phenomena might be responsible for superconductivity in different
correlated systems. Although some similarities are highly suggestive, there is no consen-
sus on where to draw the line between essential universal features of the phase diagram
and system-specific details.

5. What role does the dimensionality of the electronic structure play? In many (but
not all) correlated superconductors, the normal state electronic properties often exhibit
quasi-2D behavior (with some exceptions of quasi-1D for organics and 3D for heavy
fermions). Is dimensionality an important criterion for these specific unconventional
superconductors? If not, are there key mechanistic similarities between systems with
the same electronic dimensionality?

3.1.4 Future directions

With the discovery of each new family of correlated superconductors over the past four decades
there has been a flurry of experimental activity. To complement and build upon these studies,
we must seek new ways to explore properties of both the normal and superconducting states
to begin addressing the questions outlined above.

1. Assuming that a pairing mechanism can be identified, new pump-probe style measure-
ments may enable the direct study of the coupling between different degrees of free-
dom or subsystems. Such measurements include targeted pumping of particular phonon
modes combined with time-resolved X-ray and photo emission spectroscopies to sepa-
rate out the response of the electronic and structural degrees of freedom [56–59]. In
this way phonon mediated pairing (or lack thereof) may be identified. Similar stud-
ies include targeted pumping followed by a broadband measurement of the transient
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reflection or transmission at frequencies spanning from the THz to the IR region [60].
Other advances include time-resolved RIXS which can serve as a momentum-resolved
and bulk-sensitive probe of changes in the superconducting gap in response to optical
quenches and targeted pumping of particular phonon resonances [61].

2. Failing the identification of a “pairing glue”, certain spectroscopic techniques can di-
rectly address from where inω, q, and k space the superconducting condensation energy
comes [33, 38, 62–64]. It should be possible to determine what region of wave vector
and frequency is the Coulomb energy saved (or expended) in the superconducting tran-
sition. New generations of momentum resolved probes (see Fig. 2) should be able to
give insight in this regard.

3. If electronic correlations are important for superconductivity, understanding how the
Coulomb interaction is screened by different dielectric environments in layered super-
conductors could provide insight to the nature of the pairing [35]. Revisiting seldom-
studied cuprates for example (such as ones with a large number of CuO2 per unit cell),
like the recent work on the five-layer cuprate Ba2Cu4Cu5O10(F,O)2 [65], gives new per-
spective on a long-standing problem. Advances in sample synthesis will allow systematic
variation of the dielectric environment in correlated superconductors [66–68].

4. Until recently the cuprates were the only correlated superconductors where the or-
der parameter symmetry has been conclusively identified through phase sensitive tech-
nique [49, 51]. Although similar studies have been attempted for other materials, [69,
70], the experimental identification of the order parameter symmetry via such phase
sensitive measurements is missing for most correlated superconductors. A promising
development is recent Josephson junction experiments between a conventional s-wave
Nb and the multiband iron-pnictide superconductor Ba1−xNaxFe2As2 that provide evi-
dence for a sign-reversing s± symmetry of the order parameter in this compound [50].
Extending these measurements to new materials is challenging and typically requires
either high quality thin films or the ability to integrate bulk crystals into devices, but is
an essential direction going forward. A promising yet relatively unexplored approach to
phase-sensitive experiments is conducting mesoscopic imaging experiments on polycrys-
talline samples [71]. The local energy scale of the experiments allows phase-sensitive
measurements to be performed on samples that are unavailable in thin-film form or
cannot be interfaced with other superconductors to form Josephson junctions. Another
promising method is Bogoliubov quasiparticle interference imaging that has shown, for
instance, that in a number of Fe based superconductors that the gaps have opposite sign
on different Fermi surface sheets [72, 73]. Similar experiments have provided support-
ing evidence for gap changing behavior in cuprate [74]. These can be applied to more
classes of materials.

5. Identifying the relevant common features in the phase diagrams of correlated super-
conductors is an ongoing challenge. Many of these systems can be tuned by a variety
of parameters, including chemical doping, external pressure, strain, and applied field.
Combining two or more of these tuning knobs can further access unexplored regions of
parameter space [75,76] (see Sec. 4.7). For example, small uniaxial strains can have as
large of an effect on electronic order as a 28 T magnetic field [75]. Through broad and
systematic studies across each of these variables in specific systems, it may be possible
to construct multi-dimensional phase diagrams that could help identify important com-
monalities or surprising differences between material classes. Of course it will be only
complicating if such studies only result in the number of tuning variables increasing. In
this regard it is important to establish the causal relation between the driving force and
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response. For example, see the work on measures of the nematic susceptibility in iron
arsenide superconductors via elastoresistivity [77].

Access to new and more extreme experimental conditions will also be useful in exploring
phase space. For instance, the recently discovered re-entrant superconducting phases in
UTe2 under high field and high pressure [78–80] call for a search of potential novel
phases in other materials to reveal new common features between correlated supercon-
ductors. As shown in Fig. 4, this material exhibits by far the highest upper and lower
critical fields of any field-induced superconducting phase, more than 40 T and 65 T
respectively.

6. It is also important to understand how distinct phases interact and compete at meso-
scopic and microscopic scales. Local probes that can identify and measure specific re-
gions or states in isolation will thus provide important insight. Spatially-resolved imag-
ing of magnetism using diamond nitrogen vacancy centers and nano-SQUID could reveal
short-range magnetic correlations [81–85]. This is potentially crucial information for the
study of the pseudogap phase of cuprates for example, whose origin has been lengthily
debated and could be due to antiferromagnetic spin fluctuations. Localized spectro-
scopic measurements can distinguish between contributions from mesoscopic inhomo-
geneities or disorder and other competing phases that would otherwise be averaged by
more macroscopic measurements.

7. Advances in focused ion beam (FIB) and other nano-fabrication techniques can be used
to realize highly-controlled device geometries for investigating dimensional effects and
transport anisotropies [86]. One potential pitfall given the quasi-2D nature of many of
these superconductors would be the neglect of the c-axis properties. As demonstrated
by the interlayer tunneling model for cuprate superconductivity, however, understanding
the out-of-plane electronic properties should not be neglected [87–89].

8. It is useful to identify model systems that can be studied exhaustively and tuned ex-
tensively. It seems unlikely to find a single model compound for unconventional super-
conductivity that is well-suited for all probes and that can be obtained in good quality
over the whole phase diagram. Nevertheless, recent discoveries of unconventional su-
perconductivity in van der Waals materials and heterostructures such as TBG [16] and
one unit cell thick cuprate Bi2212 [90–92] could provide simple enough toy models in
which various parameters can be more easily tuned. Growth-integrated techniques for
layer-by-layer probes (e.g. in situ STM [93] or MBE growth of isolated “deconstructed”
layers [66]) could help explore the role of single atomic planes or interfaces between
different materials.

3.2 Quantum spin liquids

3.2.1 Challenges in the field

The essential problem of quantum spin liquids (QSLs) [94–97] is that despite a multitude of
candidate materials, none have been definitively proven as QSLs. Progress toward positively
identifying a QSL faces two roadblocks. The first is the imprecise definition often used for
a “quantum spin liquid”. Spin systems with no long-range order at T = 0 have often been
conflated with spin liquids—but this is not sufficient; other effects, such as disorder [98] or
weak interactions [99], can also prevent magnetic order. Materials with no long-range mag-
netic order in the limit of zero temperature are more properly called quantum paramagnets.
Moreover, recent theory suggests that QSLs and long-range ordered states are not necessarily
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Figure 4: Magnetic field - angle phase diagram of UTe2 showing three superconduct-
ing phases with, among other aspects, the largest upper critical field in a reentrant
superconductor. The magnetic field is rotated within the ab and bc-plane. Sample
temperature is 0.35–0.5 K. From Ref. [79]. FP is field polarized, PM is paramagnetic,
RE is reentrant, and SC is superconductor.

mutually exclusive [100, 101]. A useful definition for a QSL should not focus on the absence
of conventional features, but on the presence of key properties of interest e.g. long-range
entanglement [102] and fractionalized excitations [97]. Although there are exactly solvable
models that show that such a state in principle can exist [103], it remains to be shown if such
a state exists in real materials, which are subject to disorder, further neighbor and “ring-link”
exchange, and spin-lattice coupling.

This leads to the second roadblock; there are no clear experimental signatures of the long-
range entanglement and fractionalized excitations which demonstrate the existence of a QSL
ground state. The presence of a diffuse continuum of scattering in neutron spectroscopy ex-
periments is often interpreted as a hallmark for fractionalized excitations but this too is insuffi-
cient. Disorder-induced glassy behavior can also produce a diffuse neutron spectrum [98,104].
Furthermore, while the experimental neutron continuum scattering of a 1D spin chain can be
accurately related to theoretical models [105], such straightforward comparisons are not pos-
sible in 2D and 3D materials [96,98].

3.2.2 Routes to progress

To make substantial progress in this field, it is necessary to develop a means of directly measur-
ing fractionalized excitations and long-range entanglement. There are many proposed options,
most of which require both new theoretical calculations and new experimental techniques.
Here we consider some possibilities:

1. New analysis of neutron spectroscopy. Neutron scattering measures the energy-
resolved spin-spin correlations, and this can encode evidence of fractionalization and
entanglement [107, 108]. Rather than focusing on 2D plots of diffuse continua, more
sophisticated efforts may extract entanglement bounds [108–110] or fractionalization
signatures in the energy-dependence of response functions [107].

2. Thermal transport. Thermal transport is potentially extremely powerful in probing spin
degrees of freedom in electrical insulators. It can be directly sensitive to spin transport
or can be sensitive to phonons scattering off of spins. The technique has a long history
but is still underutilized in quantum magnets. A linear term as a function of temperature
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Figure 5: (top) Schematic illustration of the thermal Hall conductivity of a Kitaev
spin liquid, with a magnetic field perpendicular to the sample plane, resulting in
the fractionalization of spins into Majorana fermions (yellow spheres) and Z2 fluxes
(hexagons). The charge-neutral Majorana fermions are responsible for the conduc-
tion of heat by chiral edge currents. (bottom) Half integer plateau reported in the
thermal Hall conductance of α-RuCl3. Adapated from Ref. [106].

in thermal conductivity is an expected hallmark of a QSL featuring a spinon Fermi sur-
face [111], and different spin liquids are expected to have distinct, topological thermal
Hall conductivity signals [106,112,113]. A quantized thermal Hall effect is an expected
signature of Majorana fermions in a Kitaev spin liquid [106, 112, 113] and has been
reported in α−RuCl3 as shown in Fig. 5.

3. Imaging spin densities around impurities. It has been theoretically proposed that
nonmagnetic impurities will produce a characteristic spin density pattern in a Kitaev spin
liquid [114]. Similar local spin measurements were key to proving Haldane behavior
(e.g. fractionalized end spins) for S = 1 chains [115]. Atomic-resolution local spin
density measurements may be available in the near future and could be broadly applied
to all classes of QSLs (see Sec. 4.5).

4. Entangled neutron beams. Recent experiments have shown that an entangled neutron
beam can, in principle, probe quantum entanglement between different points on a lat-
tice [116]. This technique may provide a direct measure of entanglement in solid-state
systems.

5. Device fabrication. The fractionalized quasiparticles of a QSL are predicted to give
unique signals if incorporated in microscopic spintronic devices [117–120]. QSLs sand-
wiched between metals, superconductors, or ordered magnets, could have their fraction-
alized excitations directly probed through certain measurements, such as measurements
of spin current. Such direct probes would be possible despite the electrically insulating
nature of most QSLs.

6. Spin noise experiments. Spin noise measurements are underutilized in quantum mag-
nets. Fractional quasiparticle creation and annihilation are likely to give magnetic noise
signal distinct from conventional Boltzmann fluctuations. Such experiments have been
done for the classical spin ices [121, 122], and may yield definitive evidence of quasi-
particles in QSL candidates. As discussed below in Sec. 4.4.2, there have also been
proposals for how to measure entanglement in solid-state systems [123] with a globally
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conserved quantity such as uninform magnets. For instance, Song et al. [124] propose
that the noise spectrum can be a probe of entanglement in a O(2) quantum magnet that
has a magnetic field partially obscured by a superconducting shield. Related theory (and
experiment) could be extended to QSL candidates.

7. Out-of-equilibrium relaxation. If a system is perturbed out of its ground state, relax-
ation back to equilibrium will generally be different for QSL and non-QSL states (see for
example Ref. [125]). For instance, Nasu et al. showed that when quenching a Kitaev
spin liquid with a magnetic field, the relaxational dynamics are qualitatively different de-
pending on the phase that it is quenched from [126]. In the case of the quench from the
high-field classical ferromagnetic (FM) phase, the two Majorana fermions are strongly
coupled and the spin dynamics are conventional, originating from the precessional mo-
tion of spins. In a quench from the low-field spin-liquid phase, which is connected to
the zero-field Kitaev spin liquid, two Majoranas are observed separately in the time evo-
lutions. Measuring the relaxation after a quench may allow spin-liquid states to be dis-
tinguished from other non-fractionalized states.

8. Multidimensional coherent THz spectroscopy. This newly developed nonlinear opti-
cal technique may be able to resolve the difference between a diffuse continuum from
local disorder and a diffuse continuum from fractionalized quasiparticles [127–129] and
measure the lifetime of multi-spinon excited states (see Sec. 4.4). In some cases it allows
new information about excitations that can already be seen in linear response [127]. In
other cases it provides spectroscopic information that is inaccessible at the level of non-
linear response [129].

As an overall comment, the effort to distinguish a QSL from glassy or other quantum-
disordered phases requires paying close attention to sample quality. Disorder or defects may
cause “false positives” with regards to creating broad continuum lineshapes even in spin sys-
tems that would have well-defined low temperature spin-wave-like excitations [98,130,131].
Although some theoretical proposals suggest that certain types of disorder can stabilize a
QSL [132–134], lessons learned from superfluid He3 – perhaps the cleanest condensed matter
physics system in its pure form – indicate that random disorder tends to destroy quantum co-
herence. Rather, disorder must be highly correlated and structured in order to induce quantum
effects. When superfluid He3 is confined in high porosity (∼ 98% porous) silica aerogels to
act as artificial defect scattering centers, the real-space correlations of the gel on length scales
comparable to the superfluid correlation length become vitally important. When the disor-
der is carefully controlled and thoroughly characterized, a variety of novel superfluid phases
can be induced [135–137], including a correlated topological phase [138, 139]. The most
important aspect in stabilizing these phases is the presence of particular types of correlated
disorder. Understanding and interpreting these phases and their origins requires a detailed
understanding of the underlying disorder itself.

These examples demonstrate that greater caution in claiming experimental evidence for
QSL is needed. Finding a QSL state is an exciting possibility in strongly correlated electron
physics, but we have to be clear what exactly we are looking for and how to find it.

3.3 Strange metals

3.3.1 Definition of phenomenology

The problems presented by “bad” and “strange” metals are simple to pose, but have withstood
an understanding for many decades now. Early work (see Fig. 6) showed that the normal
phase of high-temperature cuprate superconductors exhibits “bad-metal” transport signatures
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Figure 6: Electrical resistivity of normal vs. strange metals. Solid lines are
in-plane resistivity of two archetypal cuprate high-temperature superconductors -
La2−xSrxCuO4 and YBa2Cu3O7−δ near their respective optimal hole-doping. The up-
turn at high temperature in YBa2Cu3O7−δ has been ascribed to oxygen loss. Dashed
lines are resistivity curves from normal metals, which either show saturating behav-
ior (V3Si), or maintain a phonon-dominated linear resistivity well below the MIR
limit (Cu). Adapted from Ref. [141]. Cartoons on the right represent electron mo-
tion with mean free path shorter (top) and longer (bottom) than the primitive unit
cell size (gray grids).

– most notably the violation of the Mott-Ioffe-Regel (MIR) limit ρ ≲ ħh/e2 (in 2D) at high
temperatures. The MIR limit corresponds to the notion that metallic transport of electron-
like quasiparticles cannot occur with a mean free path much shorter than some microscopic
scale of the system (e.g. inverse Fermi wavelength, lattice constant) [140]. Results like these
have considerably challenged the Boltzmann or quasiparticle picture of transport in such sys-
tems [141–143]. We typically refer to metals as “bad” even if the resistivity does not violate
the MIR limit, but appears smoothly connected to the regime where it does. For instance, 19%
doped La2−xSrxCuO4 right above Tc has a resistivity that is low enough to not violate the MIR
limit, but is smoothly connected to the high temperature regime where the MIR limit is vio-
lated [144]. Furthermore, many of these materials show a “strange metal” behavior where
the resistivity is linear in temperature and smoothly passes through the MIR value [145].
The persistence of a linear resistivity at the lowest temperatures when superconductivity is
quenched [146–150] is perhaps one of the most difficult aspects to explain theoretically, due
to the lack of a scattering mechanism that gives τ∼ 1/T at temperatures lower than the Fermi
energy, Debye temperature, and other relevant energy scales. These behaviors contrast with
metals whose resistivity saturates near the MIR limit [140,151]. We note that similar behavior
has been recently observed in a cold atom system [152]. When tuning with magnetic field,
possibly related behavior has been found in the cuprates where a linear magnetoresistance is
found in magnetic fields up to 80 T, the magnitude of which mirrors the magnitude and doping
evolution of the linear in temperature resistivity [153]. Related observations have been made
in the pnictides [154].

Temperature scaling of observables with unconventional exponents frequently hints at the
possible proximity to a quantum critical point (QCP), see also Sec. 3.4. Quantum criticality is a
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recognized framework that features non-quasiparticle transport; however a linear in tempera-
ture resistivity evades simple scaling arguments. Indeed, if charge density scales as dimension-
ality d, the Kubo formula for the conductivity leads to ρ ∼ T (2−d)/z (where d is the dimension
and z is the dynamic critical exponent), at low temperatures [155,156] (see Ref. [157] for ex-
tensions to scaling theory that accommodate some of the phenomenology of strange metals).
Furthermore, although it is tempting to interpret the simple scaling of resistivity with field
observed in some strange metals [154,158] as additional signatures of a QCP, recent work has
suggested it could be explained classically from macroscopic disorder [159,160].

While strange metals exhibit their most salient features in transport, their connection to
spectral signatures remain less clear. Angle-resolved photoemission spectroscopy (ARPES) ex-
periments in optimally hole-doped cuprates show persistent incoherent spectra near the antin-
ode momenta in the Brillouin zone, with a scaling of widths that is consistent withω/T . Such
behavior persists even above the pseudogap temperature, indicating its distinction from the
pseudogap. A sudden spectroscopic collapse of the strange metal occurs above a critical dop-
ing, which also inflicts sudden changes in lower temperature properties such as the pseudogap,
the superconductivity, and electron-boson coupling strength [161–163].

An important point is that the transport and single-particle manifestations of strange met-
als are not obviously equivalent. A good example is the hole-doped cuprate superconductor
La1.6−xNd0.4SrxCuO4 which shows perfect T -linear resistivity down to T = 0 at a doping right
above the pseudogap critical doping p∗ [146]. Nonetheless, angle-resolved photoemission
(ARPES) finds a well defined electron-like Fermi surface [164] and the Wiedemann-Franz law
is satisfied [165]. At the same time, ARPES experiments on overdoped Bi2212 do seem to
show a correspondence between the temperatures where sharper features appear in the spec-
tra and an inflection point appears in the resistivity. Therefore, it is not simple to identify
which materials should be treated entirely outside of the Fermi liquid framework.

3.3.2 Outstanding questions and perspectives

In correlated systems in general, and strange metals in particular, there is a general lack of
connection between single-particle properties (like ARPES) and multi-particle properties (like
electrical transport). When interactions are weak, i.e. non-linearities in the quantum de-
scription of the system can be treated perturbatively, Wick’s theorem can be used to reduce
multi-body correlation functions into products of single-particle Green’s functions, through
the use of Feynman diagrams. Development of new multi-particle probes may elucidate the
breakdown of Wick’s theorem by quantifying non-linearities, or reveal details about interac-
tion effects more generally. Multi-particle photoemission [166–168] where the energy and
momentum of multiple emitted electrons are measured simultaneously may be very illuminat-
ing in this regard (see Sec. 4.4). The principal issue with such experiments thus far is their
relatively poor resolution, mainly limiting the method to getting information on the correla-
tion hole around an electron [169]. If such problems could be overcome, the two-electron
removal function would provide direct information, in the cuprates for instance, concerning
the development of the superconducting state from the strange metal normal state. We also
believe nonlinear response [170] and direct probes of the dynamic charge susceptibility [171])
are also promising novel routes to probe the strange metal.

Experimentally, coordinated measurements of the carrier density, resistivity, and other
physical parameters (magnetic susceptibility, specific heat, thermal diffusivity, single-particle
spectral function) at high temperature near the MIR limit will help elucidate the nature of the
dissipation mechanism(s). For example, direct measures of phonon self-energy with inelastic
X-ray [172] and neutron scattering [173] can provide a momentum-resolved view of possi-
ble lattice dissipation channels. An important issue to manage is the oxygen concentration
in cuprates. Because some of the strange metal phenomenology occurs at high temperatures
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Figure 7: Thermal diffusivity in the ab plane as a function of temperature, measured
using the optical setup discussed in Ref. [185,186] for Nd1.85Ce0.15CuO4 (a) and op-
timally doped Bi2Sr2CaCu2O8+x (b). The data is consistent with a quantum-limited
relaxation time that goes as ħh/kB T .

where these systems can be susceptible to oxygen migration, it would be a significant advance
for experiments to monitor and control carrier concentration simultaneously. Under a better-
defined theoretical framework in the time-domain, ultrafast pump-probe techniques may also
help reveal various dissipation mechanisms and even discover new forms of excitations in
strange metals.

In addition to the pursuit of a consistent description of the cuprates’ strange metal phe-
nomenology seen by different probes, efforts to generalize the description and seek universality
in other material systems may provide new perspectives [174, 175]. For example, iron-based
superconductors exhibit transport phase diagrams that strongly resemble the cuprate strange
metal region both with and without magnetic field [154,176]. Ruddlesden-Popper series ma-
terials Srn+1RunO3n+1 offers a platform to study Fermi-liquid-to-strange-metal crossover at a
moderate temperature with highly controllable structural motifs [177]. The recent observa-
tion of linear resistivity in magic angle TBG may bring in exceptional tunability and control
to the study of electron scattering mechanisms and its relation to superconductivity in this
system [178,179].

Another remarkable feature of strange metals is that they appear to exhibit a transport
time scale (τtr) that is close to saturating conjectured bounds [180, 181] τtr ≥ αħh/kB T , with
α a number of order unity. While experimental reports of the Planckian limit, including the
recently discovered magic-angle TBG, point towards α ≈ 1 [148, 179, 182], it is important to
note that no rigorous bound has been established theoretically to date. A challenge for the
coming years is to sharply define τtr and derive such a bound, if it exists. In the meantime,
it is crucial that experiments attempt to extract transport time scales with as little bias as
possible to constrain α. One other puzzle is the seemingly similar values of α for a wide range
of temperatures – with resistivities both below and above the MIR value – despite changes
in single-particle observables. This aspect is reproduced in certain models [183, 184], but a
deeper understanding remains absent.

A promising avenue for further experimental study of τtr has been opened up by recent
measurements of the thermal diffusivity (Fig. 7) by a novel optical technique wherein a local
temperature gradient is established with one laser, and the diffusivity is measured by the reflec-
tivity of a second laser [186]. It allows the thermal diffusivity to be obtained directly, without
the need to measure the thermal conductivity and specific heat separately. The diffusivity is
connected to the more conventional transport coefficients via the Einstein relations, neglect-
ing thermoelectric effects σ = χDe and κ= cDQ (see [181] for a more general relation). One
immediate and striking result of experiments on cuprates has been the observation that, like
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charge transport, thermal transport also shows a linear dependence on temperature [186].
Data at high temperatures is consistent with a thermal transport scenario where entropy is
carried by an overdamped diffusive fluid of coupled electrons and phonons characterized by a
unique velocity and a quantum-limited relaxation time ħh/kB T [185]. The approach to this lin-
ear regime is qualitatively consistent with a bound on τtr, a result that is especially intriguing
given that many of the measured cuprates do not show T-linear resistivity in the same temper-
ature range. This apparent wrinkle on the idea of a transport bound highlights the importance
of applying novel measurement techniques in the strange metal regime.

As mentioned above, issues related to strange metals are intimately related to those asso-
ciated with perennial observations of non-Fermi liquid physics. In some systems, the route to
non-Fermi liquid (NFL) behavior seems to involve single ion physics [187]. In fact, the first f -
electron system Y1−xUxPd3 in which NFL behavior was observed exhibits an unconventional
Kondo effect in which the Kondo temperature decreases with U concentration due to Fermi
level tuning before the system undergoes spin glass ordering at x ≈ 0.2 followed by long-
range antiferromagnetic ordering at x ≈ 0.4 [187–190]. The low-T NFL characteristics scale
with the Kondo temperature and the U concentration and have anomalous dependencies.6

Similar weak power law and logarithmic T-dependencies of the NFL characteristics have been
found in many f -electron systems [174, 187, 189–191]. Several of these characteristics were
consistent with a quadrupolar Kondo effect, a variant of a 2-channel spin-1/2 Kondo effect,
which could occur if the U ions were tetravalent and the f -electron ground state in the cubic
crystal field was a Γ3 nonmagnetic doublet which carries a quadrupolar moment [192, 193].
The quadrupolar Kondo model was first proposed by Cox [192] to account for the low temper-
ature properties of the heavy fermion compound UBe13. The observation of NFL characteristics
in the YUPd3 system came as a surprise and opened a new era of research on NFL behavior
in f -electron materials. These observations reinforce the notion that much of NFL behavior
and strange metal physics in correlated electron quantum materials arises from the tension
between localized and itinerant electron character. In such materials, the hybridization of lo-
calized and itinerant electron states is manifested in complex temperature vs. composition,
pressure and magnetic field phase diagrams consisting of regions in which various correlated
electron phenomena and phases reside and, in addition, new phenomena and phases emerge,
often in the vicinity of a QCP. Whether this dichotomy between local and itinerant physics is
causing strange metal behavior in general – is as of yet – unclear.

Both microscopic and phenomenological approaches will be important in tackling the
strange metallic problem theoretically. The central challenge in the phenomenological or
effective theory approach is an identification of the appropriate collective excitations and
their dynamics, potentially realizing marginal Fermi liquid phenomenology [194]. For ex-
ample, hydrodynamics assumes that only excitations related to exact or approximate con-
servation laws survive after fast local thermalization, and thereby directly connects response
functions to exact or approximate symmetry assumptions [195–197]. Constructions based on
the Sachdev-Ye Kitaev model have provided novel microscopic approaches to strange metal-
licity [159, 198, 199]. A challenge of any microscopic theory is the emergence of an energy
scale h

e2 Tσdc that is far below the Fermi energy (e.g. the size of small Fermi pockets [177])
and a mechanism for T -linear transport time down to low temperatures (see e.g. Ref. [200]
for a recent example in the context of the SYK model). And ultimately, any microscopic theory
should give insight into why some metals are strange and some are not.

6The following dependencies are seen in Y1−x Ux Pd3. Electrical resistivity varies as −T , the specific heat divided
by temperature C(T )/T diverges as − log(T ) with evidence of a residual entropy S(0) = (1/2)R log(2), and the
magnetic susceptibility varies as T 1/2.

20

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8


SciPost Phys. Comm. Rep. 8 (2025)

3.4 Quantum criticality

3.4.1 Status of the field

Quantum criticality is found in many correlated electron materials and proximity to a quantum
critical point has been proposed to be an organizing principle for many strongly interacting
systems. The point of instability between two competing ground states, which each have their
own quasiparticle spectrum can have an excitation spectrum that is non-quasiparticle like. Al-
though quantum criticality has been a focus of the field for many years there are still many open
issues theoretically and experimentally. Conventionally, it has been well-described within the
Landau-Ginzburg-Wilson (LGW) paradigm [180, 201, 202], where the renormalization group
method has been extended to capture dynamics of order parameters at a continuous transi-
tion into a broken symmetry state. However, the LGW framework fails to address the case
of a continuous transition between two distinctly ordered phases [203] and provides no de-
scription of phases and phase transitions that are not characterized by a symmetry breaking
(with the possible exception of the 2D metal-insulator [204] transition in disordered metals
where the critical modes may be identified). And although proximate quantum criticality is
frequently invoked to explain anomalous scaling of exponents in strongly interacting metals,
there is still no accepted framework for quantum criticality in magnetic heavy fermion metals.
Additionally, the role of disorder in many systems is still unclear. As proximity to a QCP is fre-
quently used as a “go-to” explanation for anomalous system properties, the community would
also benefit from having more simple materials to investigate paradigms of quantum criticality.
One could then understand the range of parameter space that is affected by a proximate QCP
and get better intuition about prospective signatures of quantum criticality in other systems.
For detailed reviews of the conventional understanding of quantum criticality, we refer readers
to Refs. [201,202,205–208].

The limitations of LGW have been demonstrated in model systems and material exam-
ples. A prominent example involves itinerant metallic systems where the conducting electrons
couple to the critical fluctuations of the order parameter. The gapless nature of particle-hole
excitations in this case may dramatically alter the nature of the QCP. For example, such a cou-
pling directly renders the transition first-order in ferromagnetic metals [209] and magnetic
Dirac semimetals [210]. On the other hand, quantum phase transitions associated with anti-
ferromagnetic order or nematic order can be continuous [201]. The critical theory for metallic
systems with antiferromagnetic or nematic ordering is relatively well understood in three di-
mensions [211]. In contrast, in two dimensions the critical coupling is strongly relevant and
a full understanding of the critical behavior is still elusive [205]. There are attempts to per-
form controlled calculations introducing additional control parameters, such as the number of
electronic species or flavors, which predicts non-Fermi-liquid electronic behavior [212]. The
self-energy of electrons is shown to scale as Σ(ω)∼ω2/3 for the nematic transition and ∼

p
ω

for the antiferromagnetic one, leading to the breakdown of the quasi-particle picture. An im-
portant frontier here is going beyond these approximations both analytically and numerically.
While some progress has been achieved [212,213], it is so far restricted to a few special cases.
Developing more general frameworks is thus the work for the future.

Experimentally, strange metal behavior, such as linear-in-temperature resistivity has been
observed close to QCPs in several systems including heavy fermions, cuprates and iron-based
superconductors [47,148,214]. Although such behavior seems to be associated with a ‘phase’
(see Sec. 3.3 above), one reoccurring question is whether such non-Fermi-liquid behaviors can
be explained by the framework with a Fermi surface coupled to a critical mode as described
above [215]. In particular, for heavy-fermion systems there is frequently a clear critical point
between an antiferromagnetic metal with small Fermi surfaces and the heavy Fermi liquid
with large Fermi surfaces. Thus naively one may think the critical point is just the onset of
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the antiferromagnetic order [20], but the standard Hertz-Millis theory of an antiferromagnetic
critical point [211] fails to explain the NFL behavior observed in experiment. Meanwhile, a
jump of Fermi surface volume has also been observed, for example in a pressure-tuned critical
point in CeRhIn5 through quantum oscillation measurements [216]. This again cannot be
explained simply by the onset of magnetic ordering.

Although as mentioned antiferromagnetic transitions in 3D are frequently mean-field-like,
exotic scaling has been predicted at the QCP in nodal metals where antiferromagnetic fluctua-
tions and electrons at a nodal point are strongly coupled. In such cases, the coupling between
the electronic and the critical modes can qualitatively change the critical behaviors compared
to the pure ordering transition without itinerant electrons. This type of QCP, proposed for the
pyrochlore iridates, is beyond the current experimental scope, although there may be indirect
evidence from symmetry breaking in a quantum phase transition in Cd2Os2O7 [217,218].

Heavy fermion metals are replete with systems that seem to evade the simplest consider-
ations for criticality. For instance, in the case of the quantum critical point of CeCu6−xAux ,
which goes from a paramagnetic metal to an antiferromagnetic metal as x increases through
a critical value, xc ≈ 0.1, inelastic neutron scattering has shown that critical scattering with
ω/T scaling occurs all over the Brillouin zone (instead of just at antiferromagnetic wavevec-
tors) [219]. This is in contrast to the usual notion that when a metal undergoes an antiferro-
magnetic quantum phase transition, fluctuations induced by quantum criticality are taken to
be long-wavelength fluctuations of the order parameter at the ordering wave vector.

New theoretical frameworks may therefore be necessary to understand such physics. One
theoretical scenario is that the heavy fermion critical point is associated with “Kondo break-
down” instead of the onset of antiferromagnetic order [220–222]. The key idea is that one
electron per site gets “Mott” localized to form a local spin moment and only the remaining elec-
trons can move coherently, resulting in a sudden drop of carrier density. So far there has been
only moderate progress in theories where this Kondo breakdown and the onset of antiferro-
magnetism can happen simultaneously [223,224]. A separate mechanism has been postulated
in the form of spin-charge separation [225]. An agreed upon treatment for the realistic 2D or
3D systems is currently lacking. The drop of carrier density from 1+ p to p (p being the hole
doping) has also been observed in hole-doped cuprates below the pseudogap critical point p∗

under high magnetic field [226]. In this case, no long-range antiferromagnetic order has been
observed below the critical point, which suggests a different mechanism of reconstructing the
Fermi surface without involving symmetry breaking order parameters.

In the framework of “local” quantum criticality [227], the Kondo effect is destroyed because
local moments are coupled not just to conduction electrons but also to the fluctuations of the
other moments. The destruction of the Kondo effect leads to the vanishing of quasiparticle
weight (and hence a divergent effective mass) on the entire Fermi surface. In contrast, in an
antiferromagnetic QCP, the quasiparticle spectral weight vanishes only near the “hot spots” (e.g.
the portions of the Fermi surface that are connected by the antiferromagnetic wave vector).
This does not lead to anomalous transport as the current carried by “cold” electrons short
circuits the ones in the hot spot.

One may expect related physics underlies the heavy fermion and cuprates critical points.
An interesting observation is that both heavy fermions and cuprates are in the “Mott” limit
where the large Hubbard U induces a constraint on the Hilbert space by forbidding double
occupancy. Therefore a framework taking into account Mott physics may be necessary to give
an understanding of both the phases and the critical region. For example, a slave boson theory
has been proposed to explicitly respect the restriction on the Hilbert space [228]. One specific
continuous Kondo breakdown transition can be successfully described using this slave boson
framework [220]. In this theory, carrier density indeed drops across the critical point. But the
theory fails to predict the magnetic ordering onset at the same critical point. Nevertheless,
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the partial success of the slave boson theory is encouraging and suggests that a language
which captures the Mott physics may be the key to understanding these exotic phases and
unconventional critical points found in heavy fermion systems and in cuprates. It is worth
noting that several theories were able to reproduce the drop in carrier density observed in hole-
doped cuprates at the opening of the pseudogap: models based on an antiferromagnetic QCP
[229–231], and other scenarios for the pseudogap involving a Fermi surface reconstruction
in the Yang-Rice-Zhang theory [232, 233], the SU(2) fluctuations theory [234] or the FL∗

theory [235].
The carrier density drop becomes even more acute in metal-insulator transitions. In a

clean system, at integer filling a metal insulator transition can be driven by increasing the
interaction strength or decreasing the bandwidth. Due to the lack of a broken symmetry order
parameter, such a transition is generically beyond LGW theory and study of this transition may
provide more intuition for the more intricate metal-metal transition in heavy fermion systems.
A pressure-tuned metal-insulator transition has been found in organic materials [236], but the
role of disorder and inhomogeneity may need to be considered (this is discussed in a somewhat
different context below). The recently discovered moiré systems may be a powerful platform
to explore this physics. In several systems (such as ABC trilayer graphene aligned with hexagon
boron nitride [237], TBG [238–241] and twisted transition metal dichalcogenides [242]), both
the density and the bandwidth can be gate controlled, which makes it much easier to sweep
the phase diagram and study phase transitions than in traditional solid state systems.

The 2D superconductor-insulator transition has been considered to be an important model
system for quantum phase transitions [243]. In fact, much of our intuition about what happens
in the LGW perspective on quantum criticality has been developed considering bosonic models
of this transition [243,244]. Experimentally, one expects that by destroying superconductivity
in a 2D thin film with, for example, an applied magnetic field or disorder, a direct transition to
an insulating state at T = 0 occurs. However, recent experiments suggest that this is not the
full story. In fact, most experimental systems actually show a zero temperature transition from
the superconducting state to an anomalous metallic phase which has a resistance that is much
lower than in the normal state [245], before ultimately becoming insulating at even higher
disorder or fields. Involving at least three phases not readily distinguished by symmetry, this
transition will likely require theories beyond the LGW paradigm to explain.

Finally, an additional important point is the possibility of the development of a secondary
order near the QCP, the most prominent example of this being superconductivity [246] that
frequently occurs near magnetic critical points in materials like electron-doped cuprates, iron
pnictides, and heavy fermions. In this case, the experimental observation of quantum critical
scaling would require suppressing the secondary order, which may make, in some cases, ex-
periments under extreme conditions necessary (such as very high magnetic fields in the case of
cuprates). This raises the question of whether the observed scaling is affected by these condi-
tions. On the other hand, the emergence of superconductive pairing at the QCP represents an
important open problem by itself. While the critical fluctuations may mediate attraction, but on
the other hand they can destroy the coherence of the quasiparticles, exemplified by the ‘strange
metal’ regime, perhaps rendering the ordinary BCS, Migdal-Eliashberg approach inapplicable.
Thus, it is possible to imagine that coherence is lost to such an extent that superconductiv-
ity never occurs. Indeed, the ultimate fate of the competition between NFL phenomena and
manifestations of an ordered state is a topic of current interest [247,248].

3.4.2 New frameworks

The above experimental discoveries of unusual metal-insulator and metal-metal transitions
clearly indicate that we need new theoretical frameworks. In the past two decades, one new
critical theory beyond the LGW framework that was developed was that of deconfined quan-
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tum criticality [203]. It involves fractionalized degrees of freedom and emergent gauge fields
in its description. By employing these degrees of freedoms, one can describe several contin-
uous transitions which are now allowed in the Landau framework. Although there has been
little experimental evidence for deconfined quantum criticality (DQC), there are some candi-
date materials [249–253]. In particular, the famous Kitaev material α-RuCl3 [106, 254, 255]
may host such a deconfined transition between the field-induced Néel state to putative Ising
topological spin liquid phase [253]. It was also recently claimed [256] that there was a de-
confined quantum phase transition in the pressure tuned transition of the Shastry-Sutherland
lattice compound SrCu2(BO3)2 [249]. More investigations in this regard would be interesting.

To make connections with the experimentally relevant metal-metal transitions in heavy
fermion systems or in cuprates, a more sophisticated generalization of the existing deconfined
QCP is needed. Most theoretically explored realizations of deconfined quantum criticality,
however are restricted to insulator-insulator transitions. There are attempts to describe metal-
insulator transitions and metal-metal transitions with carrier density drop using fractionalized
degrees of freedom [220, 257]. It remains to be seen whether these attempts can lead to
successful explanation of the mysterious non-Fermi liquid phases in heavy fermion systems,
cuprates and other strongly correlated materials.

Although disorder effects broadly exist in correlated systems, they become acutely impor-
tant near QCPs where susceptibilities tend to diverge [258]. For example, they can fundamen-
tally modify the scaling properties in a second order phase transition [259], or stabilize a QCP
by rounding a first-order phase transition [260]. To better connect experimental and theoret-
ical understandings of QCPs and the effects of disorder, we propose the following workflow:

1. Identify types and levels of disorders. Typically, experiments only estimate an over-
all quantitative level of disorder. The qualitative nature of the disorder, for example
the distribution of impurities or defects, the shape and size of extended defects, etc.
may also play an important role in how it affects the physical observables. In partic-
ular, many spectroscopic measurements close to a QCP involve spatial averaging over
large scales (e.g., X-ray absorption, angle-resolved photoemission). More detailed local
experimental probes may be needed (e.g., electron energy loss spectroscopy, scanning
tunneling spectroscopy), which can identify and characterize different kinds of disorder
on smaller length scales.

2. Estimate effective impurity potentials with ab-initio analysis. Based on the experimental
findings from local probes, the next step is to derive effective descriptions that capture
the specific qualitative nature of disorder in each case of interest.

3. Perform model calculations (numerical and analytical) that take as input the specific
effective impurity potentials derived from experiments in the previous step, and compare
them with analogous calculations with or without different types of disorder. This will
either reveal a sensitivity of the systems to disorder, which would indicate that disorder
is an important factor that affects the physical properties near a QCP, or confirm that
the spatial averaging over large scales in spectroscopy measurements does not result in
the loss of relevant information. Such calculations could also reveal possibilities to tune
correlated materials via disorder.

4. Identify better model material systems for quantum criticality for which both the canon-
ical theory and extensions to it can be tested.

From the numerical perspective [261], development of controlled techniques with differ-
ent implementations of disorder may be important to understand the effects of impurities be-
yond the DFT level, which may be required in correlated materials. Analytical theory, on the
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other hand, can move further in the prediction of dynamical and non-equilibrium responses.
Nonetheless, predicting dynamical and static quantities in the presence of known impurities
allows a more rational comparison with experiments. Further identification of intrinsic behav-
ior and understanding disorder effects can contribute to the ultimate goal of quantum material
design in a controllable way.

Further establishing quantum criticality beyond the LGW regime and getting further insight
into this physics poses significant challenges for experiments. Currently, a plethora of exper-
imental techniques have been developed to probe order parameters and resolve the phase
boundary in the multiple-dimensional phase space of pressure, chemical doping, magnetic
field, etc., but more sophisticated and comprehensive techniques to resolve symmetry, topol-
ogy, dynamic correlations, and scaling laws are needed. The development of these experimen-
tal tools is not specific to quantum criticality, and will have broad applications across the study
of correlated phenomena.

3.5 Correlated topological matter

The last decade has seen tremendous theoretical and experimental activity at the intersec-
tion of band theory and algebraic topology. Substantial progress has been made in identifying
topological insulators and (semi)metals that can in principle be realized by systems of nonin-
teracting (free) fermions [262–269]. It is believed that free-fermion topological insulators can
be stable to the perturbative inclusion of many-body interactions [270] e.g., the surface states
of a 3D Z2 topological insulator form a 2D Fermi liquid. The focus has now started to be on
topological states of matter, where interactions are important (Here we will not consider topo-
logical aspects of systems which can also be characterized as quantum spin liquids.). There are
at least two kinds of these systems. In the first possibility, interactions drive an ordered state
the properties of which determine aspects of the topology, but ultimately a free fermion with
little residual interactions description still applies. Chern insulators (in 2D), axion insulators
(in 3D), and magnetic Weyl semimetals (Fig. 8(b)) are of this category. In the second possi-
bility, interactions drive systems into a state that has no non-interacting analog [271]. Here,
there are no known examples where this occurs spontaneously, but the fractional quantum Hall
effect provides an example for the kinds of effects that could exist. There may be also be sys-
tems that straddle these cases, where the systems are “like” non-interacting ones, but perhaps
have remaining large residual interactions. This may be exemplified by the large intra-atomic
Coulomb energy characteristic of narrow 4 f bands in the heavy-fermion, topological Kondo
insulators [272] or Kondo-Weyl semimetals [273].

One ongoing thrust lies in introducing correlations to topological metals. The resultant
correlated phase of matter is not necessarily topological but it often has rich physics. As exem-
plified by (TaSe4)2I, charge-density-wave correlations in a Weyl semimetal result in an insula-
tor whose electromagnetic response mimics axion electrodynamics [276]. Introducing pairing
correlations to topological metals is also known theoretically to lead to unconventional super-
conductivity, e.g, on the Fermi surface of magnetic Weyl metals, the nontrivial Chern number
necessitates nodes in the superconducting order parameter [277,278]. It would be especially
interesting if superconducting correlations are discovered in the Kondo-Weyl semimetals – this
would provide a platform to investigate the interplay of Kondo physics, topology and super-
conductivity.

The rigorous classification of interacting topological matter is incomplete. Ongoing and fu-
ture efforts should focus on constructing physically realistic models (perhaps by beginning with
minimal, exactly-soluble models), and identifying many-body topological invariants which are
translatable to many-body physical observables. Some of these observables exist on the bound-
aries of samples, which favor either surface-sensitive experimental probes such as photoe-
mission spectroscopy, [275, 279] or mixed-bulk-surface probes such as quantum oscillations
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Figure 8: (a) Intrinsic quantum anomalous Hall effect in twisted bilayer graphene,
as adapted from Ref. [274]. Rx y as a function of field and density. Hysteresis loop
areas are shaded for clarity. The rear wall shows field-training symmetrized values
of Rx y at B = 0. Rx y(0) becomes nonzero when ferromagnetism appears, and it
reaches a plateau of h/e2 near a density of n = 2.37 × 1012/cm2. (b) Angle-resolved
photoemission spectrum of a nodal-line degeneracy of Co2MnGa, a ferromagnetic
Weyl semimetal candidate. From Ref. [275].
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from spatially-nonlocal cyclotron orbits [280]. However, not all topological matter has a bulk-
boundary correspondence [281–285]. Bulk observables may include thermodynamic quan-
tities such as specific heat, the temperature dependence of which can in principle identify a
Kondo-Weyl semimetal [286]. There has been partial success in exploring the effect of disor-
der on the stability of many-body topological phases [287,288]. Rigorous general results are
still lacking, however, and such a dependence may not exist for a subset of topological phases
whose robustness rely on crystallographic spatial symmetries. A notion of out-of-equilibrium
topological matter is also developing [289–300] and promises to be a rich platform to explore
the interplay between correlation effects, topology and many-body localization in periodically-
driven Floquet systems [301]. It is known that some out-of-equilibrium phases of matter have
no equilibrium counterpart [298,300,302].

Progress in the theoretical understanding of correlated insulators (e.g. TBG) has demon-
strated an insightful relation between single-particle band topology and many-body correla-
tions; this relation has been missed in previous formulations of effective Hamiltonians for
interacting electrons. Namely, it is increasingly recognized that not all crystallographic space-
time symmetries can be imposed locally on the Wannier functions of a band, owing to a topo-
logical obstruction [303]. Despite being exponentially-localized in real space, such Wannier
functions cannot be localized to a single atomic site [304], unlike the traditional atomic or-
bital. These atypical Wannier functions result in non-standard terms in the (generalized)
Hubbard model [305], with exotic correlated ground states such as an SU(4) ferromagnet
predicted [306]. These issues raise interesting questions about constructing tight-binding
Hubbard-like models and considerations about what one might consider to be the strong cou-
pling limit of such models. We speculate that these topics will be important in future studies.

A current bottleneck in the field is that there are very few material candidates of strongly
interacting topological matter. An emerging material platform likely to gain more traction is
2D multi-layer heterostructures with van der Waals inter-layer coupling [307,308]. Their ad-
vantage over 3D materials lies in enhanced tunablity through gating, stacking, and twisting.
The latter results in artificial moiré superlattices that can realize strongly-correlated, fractional
Chern insulators in fractionally-filled Hofstadter bands [309]. Such systems raise the enticing
possibility to probe non-abelian quasiparticle statistics. A different class of moiré superlattices
in TBG realizes correlated insulating phases that spontaneously break spin- and valley- sym-
metries, resulting in an intrinsic quantized anomalous Hall effect [274] (see Fig. 8(a)). The
quick realization of this effect in such a relatively clean system (see also [310]) may be juxta-
posed with the same effect realized in (Bi,Sb)2Te3 only after years of optimizing the platform
material [311]. This suggests that disorder is an experimental barrier to discovering correlated
topological materials.

The lack of material candidates is especially acute for topological superconductors [312].
There is as of yet little convincing evidence for the original proposal of a proximity effect
driven 2D superconductor [313]. Thus far topological superconductivity seems to have been
best realized in bulk materials like the iron-based superconductor Fe Se1−xTex [314] or in
1D wires [315, 316]. However, twisted van der Waals heterostructures are also promising
avenues to realize topological superconductivity [317]. Beside establishing concrete material
candidates, it will be crucial to further develop experimental techniques to identify topological
superconductors, such as local probes (e.g., scanning nano-SQUID), which can detect Majo-
rana edge states, as well as bulk probes (e.g., nuclear magnetic resonance [55]) to constrain
the superconducting order parameter. Future theories would hopefully establish why a par-
ticular order parameter is energetically favored; sometimes the reasons can be established
without reference to a specific pairing mechanism or a detailed microscopic model. One par-
ticularly interesting example of topological superconductivity is monopole superconductivity
in which the Berry phase structure of a magnetic Weyl system ensures an superconducting
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order parameter with nodes independent of the mechanism [277,278].
An additional issue in this area is that of finding definitive signatures of strongly correlated

topological insulators. It has been proposed that topological insulators are best characterized
not as surface conductors, but as bulk magnetoelectrics [264] with a quantized magnetoelec-
tric response coefficient whose size is set by the fine structure constant. This magnetoelectric
effect was observed in the free fermion systems of Bi2Se3 through measurements of a quantized
Faraday rotation. As alluded to above, one possibility in the case of the strongly interacting
topological phases, is the prospect that 3D analogs of 2D fractional quantum Hall phases could
be realized. In the same manner as non-interacting topological insulators are expected to show
a magnetoelectric effect quantized in units of the fine structure constant, such fractional topo-
logical insulators may be expected to show a magnetoelectric effect that is quantized in rational
fractions of the fine structure constant [318–320]. Such a fractional phase may be uniquely
identified by this fractional magnetoelectric effect. However, a fractional quantized Faraday
effect will give a signal smaller that the precision of state-of-the-art THz polarimetry and so
new instrumentation may have to be developed.

3.6 Revisiting old materials in a modern context

While much of the current research on strongly-correlated electrons focuses on newly de-
veloped materials platforms, it is worth considering the value of “old materials” (or “legacy
materials”) in the context of the strongly-correlated electron problem. Here, by an “old mate-
rial” we mean a condensed matter system that was studied for a time by the solid state physics
community and then largely abandoned as a research field, perhaps many decades ago.

Many old materials are worth revisiting, as in the intervening decades we have developed
both new theoretical ideas and better experimental probes. Bringing these probes to old ma-
terials often has the advantage of a greater wealth of expertise about materials synthesis and
purification, as compared to more recently-developed materials platforms. At the very least,
present-day researchers may find it advantageous to examine old and well-studied materials
as test beds for calibrating new experimental methods. Examples of old materials with inter-
esting correlated electron physics can be found across the spectrum of material types: metals,
semimetals, and semiconductors. What follows is an illustrative, but far from complete, set of
examples. The allure of these examples lies either in the materials demonstrating some unique
phenomenon, or in the similarity of some of their properties to those of a more complicated
material class (such as high-Tc superconductivity or strange metal behavior).

3.6.1 Metals

For examples of interesting electron physics, one need not look farther than the elemental
metals. Iron is perhaps the simplest example of a magnetic metal, in which magnetism de-
velops in a material with itinerant electrons rather than in an insulator with localized mag-
netic moments. The magnetism has both itinerant and localized character [321–324]. Simi-
lar coexistence of magnetism with metallicity can be found in the iron oxides, such as mag-
netite [325–327]. This type of magnetism has so far eluded a complete theoretical description
(see e.g. [328]).

Even in the absence of magnetism or superconductivity, one can find unconventional trans-
port properties on display in a number of metals, which may give insight into the corre-
lated electron problem. For example, the phenomenon of linear magnetoresistance has re-
cently attracted significant attention due to its appearance in a variety of topological semimet-
als [329–336], as well as in strange metals [154, 158]. Yet this effect is on display even in
pure potassium, which is ostensibly one of the simplest metals, with a nearly perfectly spher-
ical Fermi surface [337, 338]. Its postulated origin from the formation of a charge-density-
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wave [338] has not been verified, but linear magnetoresistance indeed has been observed in
a broad family of density-wave materials, which can generically arise in a partially gapped
Fermi surface with sharp corners [339]. This mechanism, first pointed out by Pippard [340],
could also play a role in magnetoresistance of topological semimetals.

Perhaps even more interesting are the liquid metals, which are good conductors for which
there is no crystalline order, and therefore no notions of traditional electron or phonon bands
(examples include Hg, Ga, Rb, and various alloys, all of which have a melting temperature
near or below room temperature). Liquid metals may therefore constitute excellent test beds
for the idea of a “Planckian” bound of dissipation (see, e.g., Ref. [181] and Sec. 3.3), where
the transport scattering time for charge carriers approaches a maximal value and there may be
no Fermi liquid-type quasiparticles. Recent experiments have shown that liquid metals exhibit
large linear magnetoresistance, which is present only in the liquid phase [341].

3.6.2 Semimetals

A semimetal is a material in which both an electron and a hole band coincide with or are near
to the Fermi level; the existence of semimetals has been understood theoretically since the
1930s (see, e.g., [342]). Perhaps the most ubiquitously-studied semimetal is graphite, whose
band structure has been known since the 1940s [343,344]. While graphite seems to exhibit no
strongly-correlated physics at zero field, owing to its relatively high band velocities, a magnetic
field can quench the electron kinetic energy and greatly increase the role of interactions. A
recent investigation using modern pulsed magnetic fields up to 90 T, suggests that graphite
may be driven into an excitonic insulator phase [345].

Experimental studies of crystalline bismuth also have a long history. Large bismuth crystals
can be grown with extremely high purity and high electron mobility. In bismuth, light electron
bands in three valleys coexist with a heavier hole band, with the electron and hole concentra-
tions being nearly equal and opposite, each on the order of 1017 cm−3 [346]. This ultralow
electron density implies a low Fermi energy in each band, and hence the possibility for electron
interactions to play a large role. A magnetic field, in particular, may easily drive crystalline
bismuth into a more strongly-interacting phase. For example, one can reach the “extreme
quantum limit” of magnetic field, in which only a single Landau level in each band is occu-
pied and strongly-correlated states are expected [347], using only a few Tesla. Bismuth has
been purported to exhibit valley ferromagnetism at sufficiently high fields [348]. The trans-
port properties (and, in particular, the thermoelectric properties) in a magnetic field remain
incompletely understood, despite being studied as early as the 1970s (see, e.g., Ref. [349]).
Pressure also drives the charge density of bismuth lower and through a metal-insulator transi-
tion near 25 kbar [350,351]. As pressure is applied, the electron band moves up in energy and
the hole bands move down (as illustrated in Fig. 9), which in this self-compensated material
reduces the charge density [352]. The charge density has been inferred to go to zero near
25 kbar, although the nature of the resulting metal-insulator transition is unclear and a simple
non-interacting Lifshitz-like transition seems unlikely. Strong correlations and strongly dressed
plasmaron quasiparticles (strongly coupled electron-plasmon composites) were inferred from
infrared spectroscopy under pressure near the metal-insulator transition [352,353].

A poster-child for the value of reconsidering old semimetals is the Kondo insulator SmB6.
This material was discovered over 50 years ago, and was the first identified as a “Kondo insula-
tor” – a material for which a heavy electron band (with “nearly localized” magnetic moments)
hybridizes with another light one to produce a gap at the Fermi level [354–356]. Reconsidera-
tion of this material in the 21st century led to the realization that the Kondo band gap might be
topological in nature, and the corresponding topological surface states helped to explain a 40-
year-old puzzle about the saturation of the electrical resistance at low temperature [272,357].
Recent observation of quantum oscillations in SmB6 increased attention because of their sug-
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Figure 9: The metal-to-insulator transition in elemental bismuth as a function of
pressure. (a) Under ambient conditions, the band structure of bismuth is such that
both electron and hole pockets intersect the chemical potential (dashed line). (b)
Under high pressure, the electron pockets move up in energy and the hole pockets
move down, which produces a metal-insulator transition. (c) The low-temperature
conductivity as a function of pressure (Figure from Ref. [350]), taken at T ≈ 2 K).
(d) The transition is evident in the dependence of the resistivity (vertical axis) on
temperature (horizontal axis). The lower curve shows data for a sample at ambient
pressure, which has a metallic-like temperature dependence, while the upper curve
shows data for a sample under 24,500 atm. of pressure, which has an insulating-like
temperature dependence. (From Ref. [350]).
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gestion of a charge-neutral Fermi surface [358], although this remains controversial [359]. It
has also been known that the Sommerfeld coefficient of the specific heat of SmB6 is unusually
large, γ≈ 10 mJ/mol·K2 [360,361] – 10 times larger than metallic LaB6. Such large fermionic
specific heat has been shown to be a bulk effect [362]. Additionally, THz range conductiv-
ity experiments of SmB6 have revealed in-gap conduction consistent with a localized response
with conductivities orders of magnitude larger than the dc value [363–365]. Although impu-
rity band conduction is an obvious culprit, the magnitude of these signals is generally orders
of magnitude larger than of corresponding impurity bands in conventional semiconductors.
However, there is some recent evidence that these issues can be understood by realizing that
electronic dispersions are quite unlike the parabolic ones of conventional semiconductors and
treating the wavefunctions of impurity states appropriately [366].

3.6.3 Semiconductors and insulators

From a practical standpoint, semiconductor physics has been the overwhelming success story
of solid state physics, leading to transformative new technologies throughout the second half
of the 20th century. It can seem surprising, then, to note that semiconductors continue to
harbor surprises and profound mysteries during the 21st century as well.

One prototypical example of an old semiconductor that continues to serve as a fount of new
physics is SrTiO3. This relatively large band-gap material generated significant interest in the
1950s and ’60s due to its anomalously large dielectric constant at low temperature, which re-
sults from an aborted ferroelectric transition at low temperature [367–370]. The large dielec-
tric constant enables both metallic and superconducting behavior at anomalously low electron
density [371–373]. At higher temperatures, experiments have shown a metallic conductiv-
ity coexisting with an apparently huge violation of the Mott-Ioffe-Regel criterion [374, 375].
A naive application of the Drude theory yields a mean-free-path that is shorter than the lat-
tice constant, suggesting that the electron transport in this regime may involve a description
beyond the traditional kinetic theory of Fermi liquid quasiparticles.

Even the world’s best-studied semiconductor, silicon, remains a fruitful platform for ad-
dressing unsolved problems in strongly correlated electron physics. For example, doped silicon
(like essentially all semiconductors) undergoes an insulator-to-metal transition (IMT) with in-
creasing doping. There is a long history of studying this transition in phosphorus-doped silicon
( [376–380]), but the nature of the transition was never completely understood [381, 382].
While IMTs are commonly discussed from the perspective of the Anderson transition, i.e. a
disorder-driven transition for which interactions play no role, this perspective does not ad-
equately describe the IMT in doped semiconductors. The long-ranged Coulomb interactions
between electrons localized on discrete dopant atoms play a crucial role in the transition, mak-
ing the IMT in doped semiconductors a preeminent strongly correlated problem, for which
every site energy depends on the occupation of every other site. As the archetypal example
of a doping-induced transition, phosphorus-doped silicon near the IMT remains an excellent
platform for testing new experimental probes of temporal and spatial electron correlations
(for example, by measuring optical conductivity [383] and in optical pump-probe experi-
ments [384]). Applying such probes to the doping-induced IMT may provide crucial insight
into the correlated electron problem.

Finally, it is worth mentioning that certain semiconductors exhibit anomalous electronic
properties in the vicinity of a structural phase transition. For example, Cu2Se undergoes a
structural transition at temperature T ∼ 350 K. It has been known since 1971 that this tran-
sition is accompanied by a spike in thermopower, hinting at the possibility of a strong renor-
malization of electronic carriers [385]. Revisiting the thermopower of Cu2Se in 2018 showed
that this spike can produce an enormous thermoelectric figure of merit, zT ∼ 300, in the im-
mediate vicinity of the transition [386]. The nature of the charge and heat transport in the
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vicinity of this transition remains an open question.

3.6.4 Superconductivity

As alluded to elsewhere in this manuscript, the details of the pairing mechanisms of many
“old” superconductors are still poorly understood. From the rare earth borocarbides, amor-
phous and crystalline bismuth, SrTiO3, doped BaBiO3, or even MgB2 many details are un-
known [387–391]. In particular, these systems provide a wealth of test cases to investigate
the interaction between superconductivity and magnetism (e.g., reentrance in rare earth boro-
carbides), structure (BaBiO3) and spin-orbit physics (Bi).

A number of doped semiconductors exhibit “superconducting domes” akin to the cuprates.
For example, in the bismuthates (which are diamagnetic semiconductors), doping with potas-
sium yields a superconducting dome with a maximal Tc ∼ 30 K [392]. The electron-phonon
coupling calculated by a density functional and Migdal-Eliashberg theory approach is insuffi-
cient to account for the high Tc in the bismuthates. Many of the systems necessitate a non-BCS,
Migdal-Eliashberg explanation because the Debye frequency is much larger than the Fermi en-
ergy, and therefore electron-phonon coupling of a conventional variety cannot be the mecha-
nism for electron pairing (although it could still be electron-phonon coupling of an unconven-
tional variety). In this regard, recent work [393] claims that standard approaches underes-
timate large nonlocal correlation effects that can enhance the electron-phonon coupling and
enhance Tc . The mechanism for superconductivity in doped SrTiO3 also continues to generate
intense interest in this regard (see Ref. [389] for a review).

The superconducting properties of bismuth are similarly fascinating. One would gener-
ically not expect superconductivity in bismuth owing to its very low density of electron
states, but a very recent study has identified superconductivity in crystalline bismuth (with
a Tc ≈ 0.5 mK) [394]. Such superconductivity at low density cannot be described by the con-
ventional BCS, Migdal-Eliashberg theory, since it requires the Fermi energy to be much larger
than the Debye frequency, while in bismuth they are comparable. BCS theory also predicts a
ratio between the critical magnetic field and critical temperature that is an order of magnitude
larger than the value observed. Perhaps even more surprising is that amorphous bismuth is
also a superconductor, with a Tc ∼ 6 K that is more than four orders of magnitude larger than
in crystalline bismuth [388]. As it happens, bismuth is representative of a larger class of ma-
terials for which Tc is higher in the amorphous state than in the crystalline state [395, 396].
There is some evidence that both the electronic density of states and the electron-phonon cou-
pling is larger in amorphous bismuth [397], but it is fair to say that this is not fully understood.
Finally, the existence of liquid metals (and superconductivity in amorphous metals) suggests
the tantalizing (and relatively unexplored) question: can there be a liquid superconductor?

A superconducting dome “high-Tc”-like phenomenology is also on display in the elemental
magnetic metals. In iron the itinerant magnetism in the bcc phase is suppressed with external
pressure and enters a superconducting dome in the hcp phase [398]. As another example, ele-
mental chromium exhibits a superconducting dome much like that of the cuprates (albeit with
a much lower Tc) when doped with ruthenium, rhodium, or iridium [399,400]. One can also
produce a relatively high Tc two-dimensional superconductor by growing monolayer or near-
monolayer films of lead on appropriate substrates [401–403]. One would like to understand
if superconductivity in these materials is of the unconventional variety.
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Figure 10: Micromachined samples where extreme aspect ratios allow access to in-
creased measurement sensitivity, techniques, or phenomena. (a) An SEM image of a
suspended crystalline sample of BaTiO3 produced using wet-etch techniques. From
Ref. [404]. (b) A microengineered sample of CeRhIn5 machined from a bulk crys-
tal using focused ion beam milling, ideal for measurements at high magnetic fields.
From Ref. [86].

4 What can and should we do?

4.1 The role of materials synthesis and discovery

Materials play a key and obvious role in the correlated electron problem, as after all, materials
actually host the electrons that are correlated. As McQueen said at the workshop, “A materi-
als discovery has occurred when a known or newly created material exhibits phenomenology
and behavior not obviously explainable by our current understanding and theories of the uni-
verse.” It is the challenge inherent to the correlated electron problem that it is difficult to know
a priori where to look for new behavior in these materials, but the past provides guides. The
discovery of superconductivity in the cuprates was driven by the notion that electronic prop-
erties of metallic oxides were underexplored and that strong Jahn-Teller coupling might drive
superconductivity in new materials [4]. The latter idea is likely not to be the correct explana-
tion of superconductivity in the cuprates, but it was a new physical idea that drove research
in a new direction. The discovery of the fractional quantum Hall effect in 2D electron gases
was enabled by the development of ultra-clean heterostructures and a long effort in trying to
understand the effects of localization and delocalization in two dimensions. Localization is
not the driver behind the physics of the fractional quantum Hall effect, but again it pushed the
community to look in new and unexplored directions.

Materials oriented scientists are vitally important in at least four capacities: discovering
new and interesting materials, improving the quality of existing materials, using aspects like
doping to change material properties, and developing heterostructures and new material con-
figurations (e.g. “twisted” compounds). Bulk synthesis provides the community with large
crystals of both established and new materials, while atomic-scale growth techniques allow for
the synthesis of these systems in epitaxial thin film form and in artificial layered heterostruc-
tures where structural and chemical degrees of freedom can be systematically controlled.

As we move forward in investigating correlated electron materials, there is a need to push
well-known existing techniques – such as flux growth, floating zone, Bridgman, molecular
beam epitaxy, pulsed laser deposition, chemical vapor deposition, etc. – forward by extending
them to new frontiers [406,407] and by incorporating techniques common in other fields such
as chemistry and materials engineering. For example, freestanding films developed from wet
etch techniques, plasma growth, or exfoliation [404,408–410] can serve as novel substrates for
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Figure 11: 2D van der Waals heterostructure “twistronics” systems provide an in-
credible opportunity to tune material properties. (a) The crystal unit cell introduces
a repeating structure that modifies the electronic wavefunctions. (b) The dielectric
environment, which has reduced screening in 2D, modifies the local Coulomb inter-
action. (c) 2D van der Waal heterostructure quantum metamaterials are composed
of individual 2D layers (transition metal dichalcogenide, graphene or boron nitride)
and characterized by lateral repeat distance size a, interlayer spacing d and atomic-
layer twist angle θ . From Ref. [405].
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extending the range of lattice parameters and crystal symmetries available for growing strongly
correlated electron materials. Free standing single atom thin layers have been achieved in
the case of graphene [408, 411], but one may wonder if it is possible for other systems like
cuprates. Topochemical anion exchange allows for the stabilization of oxidation states not
available by conventional synthesis techniques [11, 412]. Quite recently, these techniques
gave us superconductivity in Ni based oxides [11]. There is the development of hybrid growth
techniques with unconventional substrates that can lead to interesting materials [413, 414].
Modern techniques such as focused ion beam milling (Fig. 10) should continue to be developed
for making engineered samples from bulk crystals [415]. We must also continue to innovate
new methods for materials assembly, as evidenced by the remarkable continuing progress in
the construction of 2D material heterostructures (see Fig. 11) that has culminated in TBG but
is not just limited to [16, 307, 308, 416–418]. In the case of TBG, although a magic angle
causing relatively flat bands was anticipated [419], the remarkable phenomenology exhibited
by multiple superconducting domes and insulating regions was a surprise [16,420,421]. This
shows that novel combinations of materials can frequently reveal surprising new physics.

A particularly promising direction is the design of materials with novel macromolecular
structures. This is of course relevant in the rise of 2D materials heterostructures and super-
conducting C60, but also in the consideration of other molecular structures. For instance, there
is a series of “1-2-20” Pr-based “cage compounds” in which the Pr3+ and transition metal ion
reside in different atomic cages. The localized Pr3+ 4 f electron states hybridize with the ligand
states of the 16 surrounding X cage ions resulting in a nonmagnetic non-Kramers Γ3 ground
state in the cubic crystal field. They have shown evidence for a quadrupolar Kondo effect e.g.
the two channel Kondo effect. It has been proposed that magnetostriction could be a very diag-
nostic test for multipolar orders in this material class [422]. The compounds PrTi2Al20 [423]
and PrV2Al20 [424] have been reported to display unconventional SC with Tc ’s of 0.2 K and
0.06 K. The SC coexists with ferroquadrupolar (FQ) order in PrTi2Al20 (TFQ = 2 K) and anti-
ferroquadrupolar (AFQ) order in PrV2Al20 (TAFQ = 0.6 K). In another group of Pr-based filled
skutterudite “cage compounds” the Pr3+ ions reside in an atomic cage but have a Γ1 singlet
ground state in the crystal field. The PrOs4Sb12 [425, 426] and PrPt4Ge12 [427] compounds
are nonmagnetic and exhibit an unconventional type of SC with Tc ’s of 1.86 K and 7.9 K,
respectively. The SC appears to have gap nodes and breaks time reversal symmetry. It has
been proposed to be a candidate 3D topological superconductors that could support Majo-
rana fermions [428]. This general idea of using large molecular clusters as a building block
for new physics is also relevant for searches for new spin liquid platforms in magnetic clus-
ter compounds like LiZn2Mo3O8 [429], and the remarkable configurability of metal-organic
frameworks [430–433]. Macromolecular structures represent a whole world of relatively un-
explored possibilities.

A key theme in materials synthesis as we consider the future of the correlated electron
problem is to understand the role of disorder and defects at both the atomic level and meso-
and macroscopic levels. To that end it would be powerful to incorporate atomic and electronic
structural and chemical characterization in situ during material synthesis to give information
on sample properties in real time [434,435]. Moreover, it will be important to more rigorously
ex situ characterize the interplay between defects and phenomena [436, 437]. A particular
challenge will be to incorporate materials synthesis with measurements of physical properties
under extreme conditions such as low temperatures and high fields where correlated electronic
effects and phases are experimentally accessible.

Future directions need to emphasize the feedback loop between theory which predicts
structural motifs for stabilizing novel phases, materials synthesis, and characterization. The ex-
pansion of social networks for collaborative synthesis and cloud efforts may accelerate progress
in materials development through greater access to advanced techniques and shared under-
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standing of theory and multi-characterization of similar samples. To enable more efficient
exploration and higher throughput in the material synthesis phase space, standardization of
protocols and delocalized crowd-sourcing synthesis are arguably as important as methodolog-
ical innovations. In this regard, we expect future materials innovation to consist of two com-
plementary modes of operation: i) individual research labs will continue to lead technological
innovations and targeted synthesis of novel materials of interest on a case-by-case basis. ii)
more distributed, either government sponsored or industry invested “cloud synthesis” stations
will become massively parallel to realize high throughput phase space exploration.

Such organization disentangles the standard part of material discovery from more
individual-case based explorations, thereby not only liberating more workforce towards pro-
cess i), but also improves the comparability, repeatability, and efficiency of process ii) by re-
moving the human preference factor. Moreover, with the rapid developments of robotics and
AI assisted material prediction today, process ii) can be executed with such standardization
that it readily connects to the industrial scene better, and also enables more efficient material
recycling (especially for toxic and rare elements). When combined with automated, standard-
ized physical property characterizations such as simple Raman spectroscopy and resistivity,
such mode of operation provides a basis for the accumulation of big data, and lays the ground
for automatic detection of materials with single or combined “outlier” properties. This will
obviously require intensive coordination and it will be necessary for researchers, industrial in-
vestors and policy makers to gather frequently and discuss standard protocols in light of new
instrumentation and scientific developments from the research sector, much like how IEEE
operates today.

4.2 Numerical methods

In the traditional division between theoretical and experimental physics, numerical (or com-
putational) physics plays a three-fold role: (1) It acts as a bridge between analytical theory
and experiment, for example by connecting microscopic or many-body models with complex
experimental systems. (2) It facilitates new types of (numerical) experiments. Numerical sim-
ulations can be cheaper, faster, and easier to control than physical experiments. (3) It is a
theoretical tool to describe complex systems for which an analytical description is unavail-
able and perhaps even impossible. Strongly correlated electronic materials and models are
examples of such systems.

For each level of theoretical description in the strongly correlated electron problem, see
Fig. 12, there are numerous numerical methods available. We might hope that the parameters
of the upper-level theories can be estimated using the lower-level theories e.g. models with
fewer degrees of freedom may be parametrized from models with more degrees of freedom.
However, this may not always be possible or efficient. Some effective theories can only be
postulated and their parameters obtained by fit to experiment. Note that the arrows are two-
headed as both bottom-up and top-down reasoning are possible. For instance, one can attempt
to deduce what materials could give an particular effective Hamiltonian, such as the work that
showed the Kitaev model could be possibly realized in strong spin-orbit coupled systems [103,
438], or what materials could exhibit certain phenomena (such as high-Tc superconductivity).
Alternatively, one can attempt to construct lattice models explicitly from microscopic theory
using the downfolding techniques discussed below.

Microscopic model methods, based on directly solving the many-body Schrödinger equa-
tion, include density functional theory (DFT) [439,440], ab-initio quantum Monte Carlo [441,
442] and quantum chemistry methods [443]. There are also many methods to solve effec-
tive models, such as Hubbard [444, 445], Heisenberg [446, 447] and other phenomenolog-
ical lattice models. Within these broad classes, there are many types of both exact and ap-
proximate algorithms, for example, large scale exact [448] or selected diagonalization meth-
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Figure 12: At least three classes of theory exist and play an important role in the
understanding of correlated systems: microscopic theory, involving ab initio density
functional theory based on chemical compositions; lattice theory, involving many-
body wavefunctions with reduced number of degrees of freedom in low-energy lattice
models; effective models that attempt to capture essential properties of a system with
the minimum additional complexity.

ods [449], numerical renormalization group [450] and density matrix renormalization group
(DMRG) [451–453], tensor networks [454–457], dynamical mean field theory (DMFT) [458,
459], density matrix embedding theory (DMET) [460], and stochastic Monte Carlo meth-
ods [461–468]. There has also been progress in connecting the different levels of theoretical
description, i.e., building effective models from microscopic models, using techniques known
as downfolding [469,470], but this is still challenging [471,472]. There are many advantages
and limitations of the methods used to study strongly correlated electrons at each level, with
properties such as finite system-size, dimensionality, and nature of interactions that determine
the range of applicability.

State-of-the-art computing techniques give accessibility to well-controlled approximations
of physical quantities that are often unsolvable in the framework of analytical theory. Strongly
correlated electronic systems are composed of a vast, exponential-scaling of many degrees
of freedom. Therefore, experimental exploration of all variables is impractical, making
simulation-based solutions critical for future success. Numerical methods can establish a prac-
tical connection to experimental observations. Wave-function-based methods at the ab-initio
or many-body model level give access to some excited-state wavefunctions, and therefore can
make predictions about experimental spectra [473]. Monte-Carlo-based methods, which uti-
lize rigorous statistical sampling to evaluate the properties of large-scale systems, provide un-
biased predictions for finite-temperature observables when applicable [461, 466]. Numerical
methods can also help guide experiments, for example on symmetry or topology principles,
and analytical theory. In some particular cases, numerical methods bring extra mathematical
perspectives to describe the physics. For example, in tensor-network-based methods, entan-
glement entropy, originally introduced in quantum information theory, governs the accuracy
of numerical solutions and provides a useful tool for theoretical analysis [452].

Numerical methods should not be treated as black boxes. Their limitations need to be
clearly stated and understood both by practitioners and users, including experimentalists look-
ing for a theoretical connection to their findings. Microscopic models, by virtue of fully de-
scribing the electronic degrees of freedom, are more complex than many-body effective mod-
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els. Consequently, the methods that directly target microscopic models tend to rely on more
approximations than methods for effective models. This trade off, which applies throughout
all levels of the pyramid, can be described on a continuum between “solving an exact model ap-
proximately” versus “solving an approximate model exactly.” These are imperfect, but comple-
mentary approaches, that are especially important in the correlated electron problem, where
the validity of approximations often lack a priori theoretical justification.

A limitation in numerical methods for correlated electron problems is the fermionic sign
problem, which restricts the applicability of some exact Monte Carlo techniques to general
models of interacting fermions and frustrated spin systems [474]. One school of thought
has been to search for, or design, sign problem-free effective models [213, 474–476]. An-
other approach is diagrammatic Monte Carlo methods, which turn negative signs arising from
fermionic statistics into an advantage [477]. These techniques are based on the stochastic sam-
pling of Feynman diagram expansions at all relevant orders, without uncontrolled truncation.
In this formalism, the alternating fermionic signs result in a faster (exponential) convergence
of the diagrammatic series, which can offset the exponential scaling of computational time at
a given order [478,479].

While Monte Carlo methods tend to be computationally expensive, it is possible to har-
ness modern computational power and massive parallelism to make progress. Most methods
focus on ground state or equilibrium thermal properties, and obtaining dynamical properties
and response functions reliably from them remains a major challenge. For example, tradi-
tional quantum Monte Carlo methods are formulated in imaginary time which provides access
to thermal properties, but calculating frequency dependent measurements requires numerical
analytic continuation [480, 481]. Progress has been made in formulating Monte Carlo meth-
ods in real time, providing direct access to the real-frequency axis [482], but these face the
challenge of the dynamical sign problem [483]. Tensor network or matrix product state meth-
ods [484, 485] can be formulated in real-time, but suffer from growing entanglement with
time propagation, restricting the accuracy of low-frequency properties [486]. Exact diago-
nalization methods can perform exact calculations of dynamical spectra directly on the real
frequency axis [487], but finite-size effects complicate the interpretation of spectra which may
exhibit spurious features on small systems. Therefore, using embedding methods and cross-
benchmarking multiple numerical methods become important to validating properties in the
thermodynamic limit.

There are several difficult-to-compute quantities of interest that are crucial for understand-
ing the underlying physical principles of strongly correlated electron systems, as well as for
relating theory and experiment. We need to focus on developing improved methods to study
for example, excited states and spectroscopy, finite-temperature systems, dynamical proper-
ties, and disorder. Another key challenge is determining the appropriate parameters and en-
ergy scales in effective lattice models for describing real materials. This involves finding a
controlled and systematic way to relate, for example, microscopic parameters such as the hop-
ping t, Hubbard interaction U , and charge transfer energy ∆, to experimentally measurable
observables such as Tc (for a concrete example relevant to the cuprates, see Ref. [488]).

Downfolding techniques connect different levels of description, which will facilitate precise
predictions for experiments and enable material design. Equally important is quantifying the
accuracy of these low-energy model Hamiltonians – how do interaction parameters depend on
doping, pressure, field? Are higher-body effective interactions (such as ring exchange) impor-
tant to incorporate [489]? It must be noted that downfolding methods have been extensively
used for deriving tight-binding parameters in the DFT community [469], and for DFT+DMFT
calculations [459], however, the estimation of interaction parameters requires approximations
that are not well controlled or understood [471,472]. Many-body formalisms that give equal
footing to the kinetic and potential energy parts of the problem, which do not depend on tradi-
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tional band theory, are being developed [490–493] and ideas from information compression,
quantum information, tensor methods, and renormalization groups may have an important
role to play. Further discussions and collaborations between the condensed matter physics
and quantum chemistry communities is potentially crucial for progress on this front.

Another interesting route related to the interplay between scales is the design of effective
models with desired properties. For example, if one desires a superconducting or quantum
spin liquid ground state, one can ask what model Hamiltonian realizes such a state. This is an
inverse problem that can be approached numerically which may help in the design of future
materials and may help develop intuition for where in parameter space to look for desirable
strongly correlated phases [494].

Finally, we foresee that the rapidly developing technologies in artificial intelligence, ma-
chine learning, quantum computing, and quantum simulation will play a vital role in how
numerical techniques will address the strongly correlated electron problem. Deep neural net-
works [495] and other machine learning methods, such as computational graphs [496], are
already actively being used as trial wave functions in variational Monte Carlo [497]. Machine
learning methods, because of their ability to reveal correlations in large datasets, also hold
promise as tools for discovering new strongly correlated material candidates through the anal-
ysis of large databases of material properties [498]. In addition, the emerging technology
of noisy intermediate-scale quantum (NISQ) computers [499] will complement our existing
classical computing methodologies. NISQ devices are capable of simulating many-body quan-
tum systems that are difficult to simulate classically, even with the best known supercomput-
ers [500]. NISQ devices, and their eventual error-correcting successors, are powerful tools
for solving effective models of strongly correlated electrons, such as the Hubbard model, us-
ing, for example, hybrid quantum-classical algorithms such as the variational quantum eigen-
solver [501]. For these reasons, we believe that machine learning methods and quantum com-
puters will help us make progress in tackling these problems. There is also great promising in
the areas of quantum simulation where ones handles the exponential proliferation of a Hilbert
space that characterizes a large system, by “fighting fire with fire” [502] by simulating a one
quantum system by another – simpler to control – quantum system. Possible implementations
are in superconducting circuits [502], quantum dots [503], and cold atoms [504].

4.3 Analytical methods

4.3.1 New approaches

The complicated nature of strongly correlated electronic systems severely limits the power of
analytical methods that are often based on an expansion with a small parameter around a well-
defined ground state. However, considering the difficulties of numerical methods in strongly
correlated systems and their limited predictive power compared to the case of single-particle
problems, the demand is high for further development of analytical methods to gain unbiased
and transparent insight into the physics of strongly electronic systems. Moreover, analytical
approaches are, at least in principle, more straightforward to generalize to non-equilibrium
problems in a controlled manner, e.g. with Keldysh approach, while in their numerical coun-
terparts semi-empirical analytical continuation techniques have to be used. In spite of the
difficulties mentioned, analytical approaches are still the most powerful way to understand
correlated systems. Building on those successes, we discuss below the possible paths for ana-
lytical theory of correlated systems to move forward.

One striking example of a solution to a correlated electron problem is the fractional quan-
tum Hall effect (FQHE), where a ground-state wavefunction was explicitly constructed which
explained the properties of the system [505]. It would be the ideal to use this strategy to
approach some other important states of correlated matter, such as NFL metals and QSLs, and
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perhaps get new examples of their realization amenable to theoretical studies. In particular,
for NFL states one may try to find the wavefunctions from known examples of models having
a NFL state (such as fermionic systems at a QCP [215, 506] or the Sachdev-Ye-Kitaev (SYK)
model [507–509]) and introduce additional parameters to obtain families of NFL wavefunc-
tions with the aim of extracting general properties of NFL states. One may hope to find certain
generic forms for the wavefunctions of the excitations in the NFL ground state. Essentially,
breakdown of quasiparticle description (or, more precisely, the vanishing of the quasiparticle
weight) of excitations is just a sign that single-particle electron-like states are a “bad basis”
for the Hilbert space of excitations in an NFL. One expects the proper eigenfunctions to be
a superposition of states with different number of particle-hole excitations, pointing to some
kind of generalized many-body coherent state.

The example of the Kitaev model [1,103,438] (discussed above in Sec. 5) for a spin liquid
with anisotropic Ising interactions shows that proposing – perhaps unrealistic – toy models with
the desired ground state may lead to tremendous progress in both theoretical understanding
and future experimental guides. This is also what transpired with Haldane’s honeycomb lattice
model in the context of the quantum anomalous Hall effect [510]. In building up theoretical
descriptions of many-body systems, exact models – such as Kitaev’s – are important (despite
their frequent artificiality) because they establish the point of principle that a particular phase
of matter could exist. But they can also be motivating to search for new ways to stabilize these
states of matter. In the Kitaev case, it has been shown that despite its contrived nature (Ising
interactions with different quantized directions on each bond), its anisotropic interactions can
actually arise through the effects of strong spin–orbit coupling [103,438]. Thus, constructing
new toy models with NFL or QSL ground states while using the known ones as a starting point
(cf. SYK [198,200,511] or Kitaev models [512]) may be fruitful.

Another strategy for making progress in the correlated electron problem is to exploit gen-
eral symmetries and properties of quantum mechanical descriptions to derive exact statements
that are valid regardless of the correlation strength. In the study of gapped topological phases,
such as spin liquid or FQH states, Lieb-Schultz-Mattis (LSM)-type theorems [513, 514] have
played an important role in theoretical developments. Basically, such theorems state that one
can constrain possible macroscopic physics based on microscopic information, such as sym-
metries or degrees of freedom per unit cell. For gapless systems, an example is the so-called
Luttinger’s theorem [515] for the volume enclosed by the Fermi surface. It was shown to be
of topological origin by Oshikawa [516]. This has important repercussions for Kondo lattice
systems and possibly the pseudogap state of the cuprates, where in both cases Fermi surface
volume differs from simple expectations based on weakly interacting electrons. It might be
useful if we can come up with something similar for generic gapless phases of matter, i.e.,
“liquid” phases.

Additionally, bounds for certain observable quantities can be deduced analytically from
rather general considerations, which makes them also applicable to correlated systems.
The examples include the aforementioned bounds on diffusivity and resistivity, which are
based on a coarse-grained hydrodynamic description [517, 518] or the quantum mechani-
cal “Lieb-Robinson bound” [519]. Energetics of correlated systems may be also better un-
derstood using exact relations between the potential and kinetic energy derived from the
virial theorem [520, 521]. Studying the consequences of general quantum-mechanical re-
lations/theorems for strongly correlated systems and applying the resulting statements to the
analysis of experiments may expand our view of the correlated electron problem and poten-
tially lead to new and useful phenomenologies.

Difficulties regarding strong correlations are shared with other branches of physics as
well. One possible way to tackle these is through the development of dual theories between
a strongly correlated limit and a weakly correlated regime by breaking down the problem
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to summation of multiple “less complicated” problems. A successful example in high-energy
physics is holographic theories such as anti-de Sitter Space/conformal field theory, which has
garnered attention in the condensed matter context [522]. Within condensed matter physics,
there have been many attempts to map interacting systems to single-particle physics, among
which bosonization in 1D is probably one of the most successful. Most of the existing ap-
proaches, however, have limitations. Further development and generalization of the existing
methods to higher dimensions and/or more general correlated systems along the line of some
of the ongoing works such as higher-D bosonization [523–527], or patch theories [528], is
therefore highly desirable. Ideally, as in the case of a Fermi liquid, a mapping between a
strongly correlated phase to a simple one would enable one to learn physics of the “difficult”
regime from “easy” regime.

In a related fashion, “analogue theories” are a research program which investigates ana-
logues of a particular field of physics within other physical systems, with the aim of gaining
new insights into the corresponding problems. For example, the utilization of analogue the-
ories of gravity and cosmology in various low-energy fields such as ultracold atoms, acoustic
and condensed matter systems have lead to many fruitful results [529]. As a result, they
have motivated numerous interesting experimental setups which simulate puzzling problems
in gravity such as black holes. However, “condensed matter analogue theories” are much less
explored [530–533]. Aside from applications of adS/CFT ideas [522], particular examples, are
recent attempts to map the problem of disordered fermions to gravitational theories with am-
bitious perspective to use the developments of quantum gravity to gain further understandings
in these systems [530, 531]. Another recent example, of both analytical and computational
importance, is a development made by a group of mathematicians which proposed an inter-
esting method for finding eigenvalues of large random matrices without solving eigenvalue
problems [534, 535], which develops the idea of “localization landscape” proposed in [536].
Therefore, considering the tremendous developments of sophisticated analytical and math-
ematical methods and techniques which are developed in other fields such as high-energy
physics and/or mathematical physics, it makes the exploration via “analogue correlated elec-
tronic models” in these fields a desirable goal. They could provide an improved toolbox to
tackle correlated systems. Moreover, they may also guide further simulation of correlated
electronic phases in other physical systems.

4.3.2 Non-equilibrium

Finally, let us discuss an important avenue, where analytical methods do have a certain advan-
tage. Investigating non-equilibrium phenomena in an already quite complicated correlated
electronic system requires further developments of an analytical toolbox. One particularly im-
portant direction is periodically driven many-body systems. It has been found theoretically that
there exist long time scales in which interacting periodically driven quantum many-body sys-
tems or Floquet systems can be described by an effective time-independent theory [537–543].
Since this makes it possible to use existing equilibrium techniques to understand strongly cor-
related Floquet systems, a lot of effort has been spent on deriving effective time-independent
Hamiltonians that allow such a description [538, 544–552]. While much progress has been
made in the case of non-interacting systems, progress has been slower in the strongly corre-
lated case (with some results obtained using Keldysh formalism [553]). Most current work fo-
cuses on the particular limit of high frequencies. A variety of methods called Floquet Magnus-,
van Vleck- or Brillouin-Wigner-type expansions [550,551] have been developed for this regime.
However, there has not been much progress for more generic, interesting and experimentally
relevant mid- to lower frequency regimes [554].

Progress has been limited for two reasons. First, generic interacting systems have an alge-
bra that does not “close”, which has stymied progress because it leads to complicated effective
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Figure 13: One new proposed method to understanding out-of-equilibrium strongly
correlated systems exploits infinitesimal unitary transformation steps, from which
renormalization-group–like flow equations are derived to produce the effective
Hamiltonian. This graphic shows schematically how couplings in a time-dependent
theory flow in the approach of [555]. One finds that as the couplings flow they re-
peatedly approach a line of fixed points, which ultimately turns out to be unstable
until eventually a stable fixed point is reached.

Hamiltonians. This means the following. High frequency expansions include a set of nested
commutators of the Hamiltonian at different times [H(t1), [H(t2), ...]]. These generate higher
and higher order interaction terms as higher corrections are included and can become quickly
uncontrolled – this is called operator spreading. If new terms keep being generated ad infini-
tum we say that the algebra is not closed. Second, for the interacting case, high frequency
expansion are at best to be considered asymptotic expansions rather than convergent expan-
sions. This means higher order corrections might improve predictability in the high frequency
regime but do not extend the regime to lower frequencies [538]. Recent work [555] has
circumvented part of this problem by using an renormalization group-flow like approach to
partially re-sum one of the high frequency expansions. However, even for this case additional
work is needed to improve the method. We anticipate that the flow equation approach [555]
can be improved by a better choice of generator for the underlying unitary transformations.
Let us motivate this idea.

Recent years has seen the development of another similar approach for interacting time
independent Hamiltonians – the so-called Wegner flow approach [556]. What this approach
does is dynamically construct a unitary transformation that diagonalizes an interacting Hamil-
tonian in an effective non-interacting basis [557]. An effective Hamiltonian flows until a non-
interacting Hamiltonian is reached at a fixed point. This method also suffers from the issue
of operator-spreading - before a fixed point is reached many interaction terms are generated
along the flow. However, with a clever choice of unitary transformations the issue can be
avoided [558]. In the Floquet case the fixed points of the flow equations are time independent
Hamiltonians. Along the flow one also suffers from operator spreading. However, it is found
that the source of this spreading is that there are many time-independent unstable fixed points
that are approached closely as sketched in Fig. 13. It might be possible to stabilize these fixed
points by a better choice of generator. Finding such a generator could allow reaching lower
frequency regimes with less interaction terms being generated. Success in this regard will lead
to progress in understanding of out-of equilibrium strongly correlated systems.
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ARTICLESNATURE PHYSICS

M2,3 (3p), M4,5 (3d), N4,5 (4d) and O4,5 (5d)) in both NIXS7–13,16,22,23 
and XAS experiments17–21 as well as in core-level photoemission25. 
The reason for this is fundamental: the M1 (3s → 3d) quadrupolar 
excitation process involves a spherically symmetric s orbital, so the 
angular distribution of the intensity is solely determined by the hole 
charge distribution in the initial state with respect to the momen-
tum transfer q. This is similar to the dipole-allowed s → p transition 
in XAS, where an angular sweep of the polarization dependence 
maps out the orientation of the p hole directly. We emphasize that 
details of the s-NIXS final states do not matter because the informa-
tion is extracted from the integrated intensity of the spectra (that is, 
from the sum of the intensities of all final states). As a result, only 
the properties of the initial state are probed. This is true for both 
localized and itinerant systems. This procedure of using energy-
integrated spectra rather than carrying out line shape analyses has 
been shown to be a powerful method, for example, for determin-
ing the spin and orbital moments from X-ray magnetic dichroism 
experiments26–28 and spin–orbit expectation values in inelastic X-ray 
scattering14. The power of s-NIXS, as compared to XAS, is that it 
allows transitions not only from s to p, but also from s to d and from 
s to f due to the possibility of going beyond the dipole limit when 
using large momentum transfers ∣ ∣q .

The s-NIXS process involves a core hole, meaning that both 
the electronic structure of the system and consequently the mea-
sured valence hole are projected locally. The intensity distribution 
is not what would be measured in an X-ray diffraction (XRD) 
experiment, even if such an experiment could be carried out with 
sufficient accuracy. In fact, it would be extremely difficult for  
transition-metal, rare-earth and actinide compounds to be mea-
sured with the desired accuracy in XRD due to their relatively 
small number of valence electrons with respect to core electrons. 
s-NIXS provides information complementary to that from an  
XRD experiment by elucidating which local orbital or atomic 
wavefunction is active.

The s-NIXS method presented here is not limited to ionic 
materials. In cases where configuration interaction effects play 
an important role due to covalency or itineracy, the image of the 
probed local orbital will reflect these effects directly. For exam-
ple, in octahedral coordination one may detect eg and t2g orbital 
occupation ratios that are quite different from those based on 
the formal valency. The strength of s-core-level NIXS is that the 
information is extracted from the -q directional dependence of the 

integrated intensity and not from the line shape of the spectra. 
Thus, the details of the final states are no longer important, ren-
dering complex configuration interaction calculations unneces-
sary. The sole -q directional dependence is rooted in the spherical 
symmetry of the s-core hole.

The ability of s-NIXS to determine straightforwardly the local 
orbital is invaluable in tackling problems in complex systems where 
band formation and electron correlation effects are both impor-
tant. This method will be able to identify, for example, the entan-
gled spin–orbit states in ruthenium and iridium materials29,30. It is 
element-specific, and also allows for sophisticated sample environ-
ments (small samples, high pressures, high/low temperatures). New 
insights can be gained for a wide range of d- and f-electron-con-
taining materials, thereby providing guidance for the design of new 
materials with new properties.

Online content
Any methods, additional references, Nature Research reporting 
summaries, source data, statements of data availability and asso-
ciated accession codes are available at https://doi.org/10.1038/
s41567-019-0471-2.

Surface normal
[001]

Momentum
transfer
vector

[100]

[010]

[001]
[100]

[001]

[110]

Momentum
transfer
vector

Axis of rotation
Axis of rotation [110]

[010]

a bc

φ
φ

Fig. 4 | Integrated intensities of M1 (3s!→!3d) edge spectra plotted on the projections of the orbital shape of the 3A2 3d(x2!−!y2)3d(3z2!−!r2) hole density.  
a,b, The projections of the 3D orbital shape on two planes are defined by [001] and [100] (a) and [001] and [110] (b). The data points on polar plots 
a and b are integrated intensities for Ni M1 (3s!→!3d) for corresponding φ, which is the angle between the momentum transfer vector q and the surface 
normal vector [001] for both a and b. For a the sample is rotated such that q sweeps between [001] and [100]; for b, q sweeps between [001] and [110]. 
The inset in b demonstrates the theoretical orbital function (blue dashed line) and the corrected function as a result of an angular convolution with the 
3!×!4 analyser array. For a, the correction was insignificant. c, 3D hole density distribution of the Ni high-spin 3d8 configuration.

2

1

0
0 30 60 90 120 150

In
te

ns
ity

 (
re

la
tiv

e 
un

its
)

[100] surface

[001] surface

Calculation

2θ = 155°

Analyser SourceSurface normal φ(deg)

Fig. 5 | Compton intensity as function of sample angle φ. Calculated and 
measured Compton intensity as function of sample angle φ with respect to 
specular geometry (φ!=!77.5°) for scattering angle 2θ!=!155°.

NATURE PHYSICS | VOL 15 | JUNE 2019 | 559–562 | www.nature.com/naturephysics 561

Figure 14: New methods for s-orbital non-resonant inelastic X-ray scattering using
modern synchrotron facilities with high brilliance allows the direct resolution of the
orbital occupation. This the quadrupolar scattering intensity as a function of the
momentum transfer direction in the canonical Mott insulator NiO. It directly shows
the three-dimensional (3D) orbital hole density of the Ni high-spin 3d8 configuration
in an octahedral coordination, namely the 3A2 3d(x2− y2)3d(3z2− r2). Specifically
it is the integrated intensities of M1 (3s → 3d) X-ray edge spectra plotted on the
projections of the orbital shape of the 3A2

3A23d(x2 − y2)3d(3z2 − r2) hole density.
Here the projections of the 3D orbital shape on two planes are defined by [001] and
[100] (a) and [001] and [110] (b). Note that the 3d(x2− y2) contribution vanishes
in the [001]–[110] plane and so only the 3d(3z2− r2)may be seen. From Ref. [559].

4.4 Novel spectroscopic approaches

A key challenge of the correlated electron problem is that the electron momentum k and mo-
mentum transfer q between electrons in many cases cease to be good variables to describe sys-
tems across a wide range of length, energy, and time scales. If interactions are strong enough,
umklapp processes prevent even Bloch states, let alone free-particle states, from forming a
good approximate basis to approach the problem. Moreover, crystal imperfections and dis-
orders on the atomic level often affect electronic properties at much longer wavelengths and
even macroscopically [437, 560]. Mesoscopically, the competition between different nearly
degenerate broken symmetry states can result in short-ranged and anisotropic correlations. In
other cases, correlated electron systems are characterized by patterns of order (hidden-order,
non-quasiparticle transport, topological effects, fractionalization) that we have only imperfect
tools to characterize. It is imperative to develop new spectroscopic tools to address the above
aspects.

4.4.1 State-of-the-art spectroscopies

Addressing these challenge calls for a holistic and concerted effort — not only do we need
experimental methods that probe the relevant degrees of freedom (charge, orbital, spin and
lattice) in the form of both single-particle spectral and two-particle (and higher) correlation
functions, but also ones that combine these probes in multimodal approaches to reveal the
cooperation and competition between orders. This requires both utilizing existing experimen-
tal tools by pushing their capabilities and resolutions as well as developing new experimental
methods.

Over the last few years, multimodal experimental studies combining complementary
probes have revealed insights in a wide range of materials [56, 561–563] that cannot be ob-
tained otherwise. In such studies one hopes that identical sample condition across probes en-
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ables more reliable comparison. In cases such as in-situ ARPES/STM studies of epitaxial films
grown by MBE, this approach is essential due to inherent limitations of the experimental probes
and air sensitivity of their surfaces. Part of this effort requires extending the regions of phase
space (temperature, pressure, magnetic fields) over which the combined techniques overlap.
Additionally, these efforts encompass the integration of novel tuning parameters with exist-
ing techniques. One such example is the integration of uniaxial strain tuning to spectroscopy
methods such as ARPES, photon scattering, STM and NMR [75, 564–566]. Techniques that
can probe and disentangle contributions from multiple degrees of freedom constitute an im-
portant part of the multimodal approach. One such example is resonant elastic and inelastic
X-ray scattering, which is sensitive to lattice, charge and spin degrees of freedom and has
provided a considerable impact in the study of cuprates and iridates [567]. RIXS has now
demonstrated sub-30 meV energy resolution at the Cu L3 edge, and sub-10 meV resolution
at the Ir L3 edge [568]. We also believe that there will continue to be exciting developments
in momentum resolved electron energy loss spectroscopy that can measure the frequency-
and wave-vector-dependent density-density correlation function [569] and inelastic neutron
scattering.

There are also a number of new techniques that can give previously inaccessible informa-
tion. Recently, s-orbital non-resonant inelastic X-ray scattering using modern synchrotron facil-
ities with high brilliance allows the direct resolution of the orbital occupation [559,570]. This
is an improvement over typical methods of deducing wavefunctions from optical, X-ray and
neutron spectroscopy methods in which spectra must be analyzed and interpreted using mod-
eling of spectroscopic information, for example through crystal field excitations [571]. Shown
in Fig. 14 is the quadrupolar scattering intensity as a function of the momentum transfer direc-
tion in the canonical Mott insulator NiO. It directly shows the three-dimensional (3D) orbital
hole density of the Ni high-spin 3d8 configuration in an octahedral coordination, namely the
3A2 3d(x2 − y2)3d(3z2 − r2). As the 3d(x2 − y2) contribution vanishes in the [001]–[110]
plane the small lobes of the 3d(3z2− r2) contribution remain. This technique can also be used
for itinerant systems, and may be invaluable to determine the local orbital in systems where
both band formation and electron correlations are important, for example in the entangled
spin–orbit states in ruthenium and iridium materials. It could be interesting to apply it to sys-
tems with rare earths where the ground state is often composed of an admixture of complex
4 f orbitals.

4.4.2 Prospects for future developments

Most spectroscopies focus on the spectral function of quasiparticle excitations or two-particle
correlation functions in the limit of linear response. Correlated electron systems may host
symmetry protected or symmetry broken phases that do not manifest directly in these spectral
and correlation functions [572–574]. In this regard, we believe it will be essential to move
beyond the conventional confines of linear response techniques to gain insights about strong
correlation effects. This calls for spectroscopies that explicitly probe higher order susceptibil-
ities (χ(2), χ(3). . . ) across a range of energies and wave-vectors. Key examples include 2D
coherent spectroscopy (THz to IR) as a probe of fractionalized excitations in quantum spin liq-
uids [127–129]. THz emission spectroscopy and optical second harmonic generation (SHG)
can be used to probe subtle symmetry-broken and hidden order phases of matter [573–575].
In addition to its role in probing symmetries, it has also been proposed that nonlinear response
is sensitive to Berry’s phase effects in non-interacting systems [572,576,577]. It will be inter-
esting to see if such physics can be extended to interacting systems. One important consider-
ation in designing or conceiving new spectroscopic techniques, is that they should measure a
well-defined response function. Many ultrafast pump-probe experiments using typical 800 nm
light (which corresponds to 1.55 eV), which have been applied to correlated systems are inter-
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preted as measuring some general relaxation time without clear perspective of what exactly is
relaxing or how. This has limited the impact of such experiments.

A number of correlated systems show the phenomenon of “hidden order” (HO) e.g. they
may exhibit a clear sign of a phase transition in thermodynamic quantities like heat capacity
or signs of a gap developing in spectroscopy, but conventional probes of symmetry breaking
give little information on the nature of the ordered state. Most famously, URu2Si2 shows
a large peak in specific heat at To = 17.5 K, which indicates a classic second-order phase
transition [578–580]. Although intensive theoretical and experimental studies have been per-
formed, the order parameter of the state below To is still undetermined. For instance, it is
difficult to reconcile the small size (if any) of the ordered moment (< 0.03 µB) with the large
jump of ∆C/To = 0.3 J/mol K2. It is well established that at low-pressures the HO phase is
not simple antiferromagnetism, although there is a transition at a pressure of 0.5 Pa (Fig. 15)
through a first-order transition to a long-range antiferromagnetic state [579]. Theories rang-
ing from orbital currents, singlet-triplet d-density wave, hexadecapolar, antiferro-quadrupolar,
to “hastatic” order have been proposed [581]. The interest in URu2Si2 is reinforced by the ap-
pearance of unconventional superconductivity at Tsc = 1.2 K under ambient pressure, which
disappears at 0.5 GPa. It is likely that the issue has withstood thirty years of investigation
because we do not have the experimental tools that easily couple to the static order or the ele-
mentary excitations of this broken symmetry state. For instance, some of the proposed orders
are expected to have unconventional excitations with selection rules not easily accessible by
conventional electric and magnetic dipole excitations in linear optical response. In some cases,
the excitations can be revealed, but it takes a detailed analysis. Recently a combination of in-
formation from Raman and neutron scattering has been used to understand the nature of the
broken symmetries in URu2Si2 [582, 583]. A sharp excitation of 1.7 meV with A2g symmetry
in the Raman response shows that vertical and diagonal reflection symmetries are broken at
the uranium sites. The appearance of the same excitation in neutron scattering at (001) (cor-
responding to the inverse the c-axis lattice constant) requires the hidden order to be staggered
alternating along the c direction. Such order with alternating left- and right-handed states
at the uranium sites has no modulation of charge or spin and is hidden to all probes at the
zone center except for scatterings of A2g symmetry. Further development of nonlinear optical
techniques that evade the conventional selection rules regarding the linear response of elec-
tric and magnetic dipole excitations or enhance the cross-section of unconventional excitation
may prove useful to further reveal the nature of these or other hidden ordered states.

It is possible that hidden-order states are very common and give some of the confusing
phenomenology of other correlated materials. For instance, signatures of broken symmetry
also exist for the “pseudogap” in the cuprates [573,584,585]. However, the precise nature of
the ordered phases remains unresolved despite intense experimental and theoretical efforts.
Some candidates like the q= 0 and q= (π,π) orbital current orders are challenging to verify
with conventional scattering technique [586–590] and new techniques that give information
on their broken symmetries and possible unconventional excitations will be useful.

In a related fashion, future promising directions include tools that involve using and/or
measuring pairs of particles (e.g. entangled neutrons, photons, electrons) to extract response
functions that are inaccessible to “conventional” spectroscopies. One exciting direction is the
implementation of “coincidence” experiments, such as Auger-photoelectron coincidence spec-
troscopy (APECS) [166,592], which should be revisited with the advent of improved photoe-
mission detection technology. As mentioned above, the principal issue with such experiments
is their relatively poor resolution, mainly limiting the method to getting information on the
correlation hole around an electron [169]. However if this could be overcome, in addition to
allowing some related recent proposals [167], such experiments would probe particle-particle
correlations [168] at a finite momentum or a given time, in contrast to most other two parti-
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Figure 15: (T,P) phase diagram of URu2Si2 from resistivity and neutron scattering in
the low-pressure hidden-order phase and the high-pressure antiferromagnetic phase.
T0 is defined by the local minimum in the resistivity data; the error bar represents
∆T0. Tx is defined where the neutron ordered moment reaches half of its full value,
the vertical error bar 90%. The horizontal error bar represents a 5% uncertainty in
pressure. The superconductivity is suppressed at Pc where antiferromagnetism ap-
pears. A comparison to other published data shows that the value of the AFM critical
pressure Pc is substantially higher under the hydrostatic conditions of Ref. [591] than
many previous experiments. References correspond to those given in Ref. [591].

cle probes that probe particle-hole correlations. Here one can imagine, for instance, probing
Cooper pair correlations by looking at coincidence in ±k emitted electrons. This could give
direct access to the anomalous self energy of the pairing interaction (off-diagonal term), in-
stead of via an indirect entry into the diagonal terms in the 2× 2 Green’s function matrix in
the Nambu-Gorkov representation.

As an essential property of quantum systems, probing long-range entanglement would be
very powerful, but may pose an even bigger challenge. One example is using two neutrons
prepared in an entangled state [116] to scatter off different areas of a possible spin liquid. Un-
der such conditions, probing the final state of the neutron pair one might be able to obtain the
entanglement information of the spins in the material. This type of experiment highlights a fu-
ture direction in which spectroscopic measurements, in this case beyond conventional neutron
scattering, may be able to probe long-range entanglement in strongly correlated systems. En-
tanglement entropy has been measured using ultracold bosonic atoms in optical lattices where
identical copies of a many-body state are prepared and then interfered [593]. Solid-state sys-
tems have the obvious problem in this regard that they cannot generally be easily partitioned
and interfered. There have been proposals for how to measure entanglement in solid-state sys-
tems [123], but they have been mostly limited to measuring systems with a globally conserved
quantity, for instance the particle number for Fermi gases or the subsystem magnetization for
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quantum magnets and are thus far from general. Klich and Levitov proposed that quantum
noise in a quantum point contact can be used as an entanglement meter when driven by a peri-
odic pulse train [594]. In a related fashion, Song et al. [124] propose that the noise spectrum
can be a probe of entanglement in a O(2) quantum magnet that has a magnetic field partially
obscured by a superconducting shield.

4.5 Local probes

Many strongly correlated systems exhibit a multitude of nearly degenerate phases that either
compete or coexist locally even in clean systems. Moreover, given the degree of inhomogeneity
inherent to many correlated electron systems [595–597], local probes provide crucial tools for
the identification and isolated measurement of differing local states or environments. Further-
more, in the presence of nearly degenerate states, or states that either compete or coexist, it is
generally difficult to understand the behavior of the whole system as a simple composition of
the microscopic parts. Spatially-resolved measurements are therefore crucial for probing indi-
vidual phases not only in isolation but also for understanding how their interactions contribute
to macroscopic behavior (see Fig. 17). This idea is illustrated by nanoscale imaging experi-
ments in the colossal magnetoresistive manganites as shown in Fig. 17a. In these materials,
microscopic competition between the metallic ferromagnetic and insulating antiferromagnetic
phases determine the macroscopic transport properties. Beyond the phases themselves, there
further exist many intriguing questions to explore regarding the boundaries or walls between
such domains which similarly require local visualization.

In Fig. 16, we compile several microscopic methods, the degrees of freedom to which they
are sensitive, and their spatial resolutions. Some of these microscopies are relatively well-
established, e.g. transmission electron microscopy (TEM), and scanning tunneling microscopy
(STM), but have been utilized recently in cutting-edge and previously unexpected ways [595,
598–600]. Efforts to probe local spins through spin-resolved tunneling and superconducting
pairs with superconducting tips have been demonstrated [595,600] in STM. Recent advances
in high-resolution scanning TEM (STEM) enabled in part by the development of new imaging
detectors and data processing techniques have expanded the accessible phase space for atomic
resolution real-space imaging across a much wider range of temperatures and other in-situ
conditions [601].

New microscopy methods have also been developed in recent years, showing promising
sensitivity and spatial resolution despite their infancy. Novel developments in the design and
fabrication of nano SQUID devices on a tip has enabled magnetic imaging with single spin sen-
sitivity and 10s of nm spatial resolution [83,84]. Diamond nitrogen vacancy (NV) microscopy
has recently demonstrated room-temperature field sensitivities as high as 0.9 ×10−12 T/Hz1/2

[85] with a spatial resolution tens of nanometers and below depending on the microscope
design, NV center-to-sample distance, etc. [602, 603]. Utilizing the coherence of X-rays at
existing and upcoming diffraction-limited synchrotron facilities, nano X-ray diffraction and
coherent X-ray imaging have demonstrated up to 10−6 strain sensitivity and spatial resolution
as high as 1 nm in metals and semiconductors [604–606], and are expected to be applied to
the study of lattice and electronic orders in correlated materials [607–610].

It should be noted that a host of microscopy approaches have proven to be or will become
powerful spectroscopic tools, as in the case of STM and STEM. Few-meV energy resolution
and ∼Å spatial resolution have both been demonstrated by electron energy loss spectroscopy
(EELS) in the STEM [612]. Recent experiments have also begun to probe q on still small spatial
scales with momentum-resolved EELS mapping the dispersion curves in graphene nanostruc-
tures [64]. As spectroscopic resolution improves in spatially localized probes, spatial localiza-
tion is similarly improving for many spectroscopic “gold standards”. With tightly focused laser
pulses, second harmonic generation (SHG) and magnetic optical Kerr effect (MOKE) could
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Figure 16: Local probes with different sensitivities and spatial resolution. (a) Survey
of spatially resolved probes with access to information at the picometer to millimeter
length scales. (b) STEM imaging and mapping of picometer lattice displacements in
charge-ordered phases. From Ref. [598]. (c) Spatially resolved EELS of valence and
charge in an oxide interface. From Ref. [599]. (d) Spin-polarized STM detection of
magnetic moments at the atomic scale. From Ref. [600]. (e) Coherent Bragg X-ray
imaging of structural and charge order domains. From Ref. [609]. (f) SNOM imaging
of coexisting metallic and insulating domains. From Ref. [611]. (g) Advanced SQUID
microscopy with sub-micron resolution. From Ref. [84]. (h) NV imaging with high
sensitivity to spins. From Ref. [603]. (i) STM with a superconducting tip enables
Cooper pair tunneling and nanoscale imaging of the superconducting condensate.
From Ref. [595].

deliver single-digit micron spatial resolution. Micro- and nano- ARPES have recently been re-
alized at synchrotron user facilities across the world [613]. Meanwhile, next generation time-
of-flight photoemission “momentum microscopes” are also becoming commercially available,
enabling simultaneous 2D data collection either in electron momentum or real space [614].
For more discussion, see Section 4.4.

While many well-established techniques routinely probe down to the atomic scale (includ-
ing STM, AFM, STEM, EELS), physical constraints of the advanced instrumentation required
for these techniques often limits their application to specific sample conditions or geometries
which in many cases do not extend to the phases of interest for condensed matter systems. For
example, electron energy loss spectroscopy (EELS) can be used to probe core electronic struc-
ture down to the atomic scale, enabling the direct measurement and visualization of charge at
polar interface [599] (Fig. 16c). Compared to other core spectroscopy techniques such as X-ray
absorption spectroscopy, however, the stability requirements and subsequent signal limitations
of such high resolution EELS experiments are, as yet, generally limited to ambient conditions
under vacuum, precluding the detailed study of how such states evolve under temperature,
pressure, or other applied stimuli. Thorough exploration of competing and coexisting states in
many correlated systems will require improved flexibility of existing imaging experiments as
well as the development of new imaging techniques in order to probe local phenomena across
a wide range of conditions and systems. A number of potentially important areas for future
work include:
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Figure 17: Example problems addressed with local measurements. (a) Nanoscale
phase coexistence in the (La,Pr,Ca)MnO3 manganite. The competition between
charge-ordered insulating patches (bright) and ferromagnetic metallic regions (dark)
is visualized using dark-field transmission electron microscopy. The contrast reflects
the amplitude of the charge order superlattice. Image adapted from [615]. (b) En-
dowing bulk probes such as SHG with spatial resolution can help disentangle the
underlying symmetry from its sample-averaged counterpart, especially in the pres-
ence of domains or competing states. Such capability revealed parity domains in the
parity-breaking electronic nematic metal Cd2Re2O7 [616]. The 2D false-color map
reflects the second harmonic intensity; the polar plots were measured by rotating
light polarizations. (c) Scanning SQUID imaging of the diamagnetic susceptibility
reveals quantum fluctuations in the disordered superconductor NbTiN at mesoscopic
scale [617]. (d) Domain walls often carry exotic properties distinct from the bulk,
due to the suppression of a particular order parameter or local change in symme-
try. IR nano-imaging, for instance, measures enhanced optical conductivity due to
plasmons localized at the domain walls in TBG [618]. (e) Local magnetization in
the layered magnetic material CrI3 measured using a NV magnetometer. By adding
an in situ mechanical stimulus, NV imaging further reveals a local enhancement of
the magnetization coupled to structural degrees of freedom [619]. (f) Visualizing
electronic transport with enhanced spatial resolution is a promising approach for un-
derstanding exotic phenomena such as electron hydrodynamics, strange metals and
topological edge modes. In Ref. [620], a scanning carbon nanotube single-electron
transistor, which is sensitive to the potential of flowing electrons, reveals Poiseuille
flow in high-mobility graphene devices (see also Ref. [621]).
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1. Sample environments and operation protocols satisfying the unique needs of corre-
lated materials can be further developed. Because interesting electronic properties often
emerge at temperatures substantially lower than room temperature, ongoing efforts for
realizing stable and compact sample environments are underway for electron, coherent
X-ray, and force microscopies [598,608,609]. The additional integration of other in situ
conditions such as pressure, strain, external fields, etc. will expand these types of char-
acterization to unexplored regions of phase space. The successful integration of such
environments into modern microscopes will require innovative and inspired engineer-
ing given the space limitations and stability requirements of these techniques.

2. Inputs from theoretical modelling are essential for fully understanding the experimen-
tal measurements and for connecting experimental observations with theoretical cal-
culations of electron response and correlation functions. Ultimately, most microscopy
measurements provide some sort of contrast which is only physically meaningful if the
contrast mechanism can be identified or understood. One example involves scanning
near-field optical microscopy (SNOM) [611, 622, 623]. Simulations of the electromag-
netic field distribution around the tip and the sample were crucial in revealing the sen-
sitivity to the plasmon oscillations in graphene [624].

3. We encourage establishing a consortium, or a collaboration mechanism for multimodal
explorations of correlated materials at the same spatial location under the same condi-
tion. This will require developing (1) fiducials that could be used across microscopies,
and (2) measurement protocols where air-sensitive, in situ experiments precede ex situ
and/or potentially destructive ones. Similar standard operating procedures are already
common in other fields, for example the biological science cryo-EM community.

4. Microscopy studies provide a natural playground for the application of machine learning.
The advent of pixelated area detectors across many modern microscopic methods in the
last decade fuel the acceleration of data generation. For example, modern coherent X-ray
imaging can generate sub-terabytes of data within 24 hours. Its generation, transfer, and
storage will require new data infrastructures and management plans not only for user
facilities but also individual research labs in the foreseeable future. Moreover, identifying
key features in the image, streamlining the data analysis and cross-comparing different
microscopic studies will benefit from different approaches of artificial intelligence [625,
626]. Machine learning has been recently applied to STM [627].

4.6 Spectroscopies and microscopies out of equilibrium

Nonequilibrium spectroscopies provide a new avenue to disentangle different degrees of free-
dom, and enable the study of collective excitations, metastable and transient states, and fluc-
tuations (Fig. 18). Many of the previous time-resolved nonequilibrium studies on strongly
correlated materials, such as time-resolved reflectivity and time-resolved photoemission spec-
troscopy, have heavily utilized photoexcitations at energies around ∼ 1.5 eV [628–630]. This
is largely attributed to the commercial development and widespread adoption of 800-nm
Ti:sapphire femtosecond lasers. Their photon energy is, however, orders of magnitude larger
than the relevant energy scales for collective excitations in correlated material systems. One
important future direction is to develop pumps with photon energies targeted in resonance
with underlying low-energy excitations, such as phonons, magnons, and other emergent par-
ticles. This has been attempted on limited basis in correlated materials: using mid-infrared
pumping in resonance with a vibration mode of cuprate superconductors to induce possi-
ble nonequilibrium superconductivity [631]; using targeted pumping to establish transient
metastable ferroelectric states [632, 633]; and using orbital excitations across the Mott gap
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Figure 18: Frontiers of nonequilibrium spectroscopies and microscopies. (a) Signa-
tures of MIR pulse-induced superconductivity in K3C60 at the nanosecond timescale.
Top: Schematic of the setup that produces pulses of duration variable between 5 ps
and 1.3 ns, centered at 10.6 µm wavelength, and with a pulse energy of up to
10 mJ. Bottom: Transient resistivity obtained from extrapolation of optical conduc-
tivity (left) and 2-point transport measurement (right). From Ref. [751]. (b) At-
tosecond coherent field-driven STM. Top: Schematic and photo of the setup where
< 6-fs carrier-envelope phase (CEP)-stable pulses are focused at a Pt/Ir tip. Bottom
left: Surface topography on a Au surface, generated solely by laser-induced tunnel-
ing electrons. Inset shows atomic reconstruction on the Au surface. Bottom right:
Laser-induced tunneling current for various pump-probe delays, featuring a 1.7-eV
plasmon mode in a Au nanorod. From Ref. [636]. (c) Table-top attosecond XUV spec-
troscopy. Top: Schematic of the pump-probe setup using few-fs CEP-stable NIR pump
and attosecond probe. The probe is produced by high harmonic generation (HHG)
and its spectrum spans from 30 to 60 eV (bottom left). Bottom right: Characteris-
tic timescale of insulator-metal-transition in VO2 (26± 6 fs) revealed by absorption
changes from the vanadium M2,3 edge. From Ref. [637].

to observe the evolution of spin waves in iridates [634]. The development of a continuously
tunable, > 100 kHz repetition rate, > 1 µJ pulse energy THz to mid-infrared sources, such
as the one at Helmholtz-Zentrum Dresden-Rossendorf [635], will enable future time-resolved
spectroscopies to accommodate a wide range of materials with characteristic low-energy ex-
citations in the range of 1–200 meV. Recent effort to achieve intense mid-infrared pulses with
variable duration (ps to ns) would further enable sustained optical driving and stabilize tran-
sient states [751] (Fig. 18a).

In contrast to the THz/mid-infrared sources mentioned above, sub-fs pulses coming from
the high-harmonic generation (HHG) process represent the high end of the spectrum. It is
not immediately obvious that the sub-fs and the 10s–100s eV scales are relevant for most
processes in solids, but HHG-based techniques offer two important pieces of information in the
time domain. First, element specificity through XUV/X-ray absorption spectroscopy is afforded
through table-top or free-electron laser-based absorption spectroscopies that have been used
to track element-specific evolution of local bonding, magnetization, and lattice structure [637,
638] (see Fig. 18c). Without the constraint of the uncertainty principle, both time and energy
resolutions can be optimal (as to fs in time and∼ 10 meV in energy). Second, phase sensitivity
through a holographic detection for photoelectrons is allowed by leveraging the interference
between different quantum paths of photoemission among successive harmonics in an HHG
pulse train. The phase of a complex wave in atomic orbitals has been recently imaged [639,
640]. It is our hope that a similar holographic detection can be applied to materials, which may
enable phase-sensitive photoelectron spectroscopy and, for instance, allow the investigation
into the sign of the superconducting gap in correlated superconductors.

We envision that novel nonequilibrium spectroscopies will facilitate addressing some spe-
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cific pertinent issues that are discussed above as well as driving new phenomena. For in-
stance, theoretical calculations have predicted that circularly polarized light can provide a
knob to break time-reversal symmetry and drive frustrated Mott insulators into a chiral spin
liquid [641,642]. This can be realized using spectroscopies such as mid-infrared pumped time-
resolved second harmonic generation. In a Kondo breakdown QCP, electron lifetime diverges
following a multiscale temperature scaling law, which was proposed to be addressed by time-
resolved optical reflectivity and photoemission spectroscopies [643]. The challenge here is to
have sufficient sensitivity when approaching a zero-excitation limit to minimize transient heat-
ing. In correlated superconductors, the amplitude mode of superconductivity, which is often
termed the condensed matter analogue of the Higgs boson, has been reported by THz pump-
optical probe reflectivity measurements [644]. The pump photon energy has to be smaller
than twice the superconducting gap (or the antinodal gap in the case of a d-wave supercon-
ductor). Future developments which combine THz pumping and other spectroscopic probes
such as photoemission or scanning tunneling spectroscopy can further detail the momentum-
and spatial dependence of such collective modes. Notably, the collective mode is a direct man-
ifestation of the order parameter [645]. Last but not least, studies of order parameters by
driving competing phases may provide insight into the phase competition at their fundamen-
tal interaction timescale [646, 647] and may help find the roots of node-antinode dichotomy
in cuprate superconductors [648].

In addition, time-resolved STM (Fig. 18b), time-resolved scanning SQUID [649], time-
resolved neutron diffraction, and time-resolved RIXS are tangible future directions for
nonequilibrium spectroscopies [61, 634]. The pump excitation here can be a pulsed electric
or magnetic field which facilitates transitions between different correlated states. Near-field
imaging techniques in combination with femtosecond laser excitations may enable the imaging
of hidden ordered phases in correlated materials [623]. A further extension of time-resolved
near-field imaging is to employ second harmonics as a pathway to reveal symmetry-breaking
phases [650]. In such novel nonequilibrium imaging techniques, a method to acquire a broad
field-of-view image in a single shot can be a paradigm-shifting development in studying spa-
tially inhomogeneous correlated phases [596,597].

4.7 Experimental probes in extreme environments

Probing correlated electron phenomena and accessing energy scales relevant to underlying
interactions often require extreme experimental environments, such as ultra low temperatures,
high pressure, high magnetic fields, and high electric fields. Extreme environmental conditions
can induce new correlated states or may be used to probe the energy scale of correlations
involved in an existing phase. In Table 1, we list the present limits in extreme environments
discussed below.

4.7.1 Ultralow temperature

Ultralow temperature allows for the observation of new ground states and quantum effects
that may be masked or destroyed by thermal excitations. Experiments in this extreme limit
have led to notable discoveries, most recently establishing superconductivity near a magnetic
QCP as a relatively universal phenomenon [705], demonstrating a superconducting phase
at extremely low electron density in crystalline bismuth [394], or finding delicate phases in
the 2D electron gasses under high field and very low temperature (i.e., even-denominator
fractional quantum Hall phases [706] are found in some cases at temperatures only as low as
5 mK [707]). Advancing experimental capabilities at ultralow temperature could lead to more
significant advances. For example, thermal conductivity at ultralow temperature, i.e., below
the tens of millikelvins that are typically achievable in a dilution refrigerator, may help clarify
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Table 1: Present limits of extreme environments used in the study of strongly cor-
related systems. The values listed are the highest or lowest implemented to the
best of our knowledge. The list is not meant to be exhaustive, but to highlight
areas of recent activity or avenues for future improvement. Empty cells indicate
that the environment is either incompatible with the technique or no reports were
found. Here we have not included the considerable research into destructive fields
that can reach up to 1200 T (for a controlled explosion) [651], that enables even
higher pulsed magnetic fields for electrical transport and magnetic property measure-
ments. To explore current capabilities of high field measurements in U.S. national
laboratories, one can also refer to the NHMFL website https://nationalmaglab.org/.
§dc or quasi-dc electrostatic gating on 2D materials which can attain a field ex-
ceeding ≥ 1 MV/cm, is compatible with most environments listed. Here, num-
bers and references are limited to E fields generated by an ultrashort light pulses.
¶https://kbfi.ee/chemical-physics/research-facilities/?lang=en. ∗HZB did have 26 T
steady field [652], but that facility is now closed. The highest field inelastic facility
in the world is now at ILL at the modest 15 T. †Magnetic field cannot be applied in
traditional ARPES, but the large currents that were applied in the referenced exper-
iment perhaps induce a related effect.

Technique Low temperature Pressure dc B field Pulsed B field Ultrafast E field§

Electrical transport 6 mK [653] 200 GPa [654] 45 T [750] 95 T [655] 400 kV/cm [656]
Thermal transport 50 mK [657] 50 GPa [658] 45 T [659]

Heat capacity 0.6 mK [660] 4.4 GPa [661] 45 T [662] 60 T [663]
Magnetic properties 0.2 mK [394] 20 GPa [664] 45 T [665] 75 T [666] 9 MV/cm [667]

Broadband FTIR 0.15 K¶ 16.5 GPa [668] 35 T [669]
Broadband NIR 400 GPa [670] 35 T [669] 74 T [671]
Raman and PL 20 mK (PL) [672] 1 TPa (Ra-

man) [673]
45 T (Ra-
man) [674]

89 T (PL) [675]

Time-domain THz 0.4 K [676] 34.4 MPa [677] 25 T [678] ∼30 T [678] 70 MV/cm [679]
X-ray 220 mK [680,

681]
1 TPa [673] 10 T [682] 43 T [683] 1 MV/cm [684]

Neutron 30 mK [685] 94 GPa [686] 15 T (inelas-
tic) [687] ∗

40 T (diffrac-
tion) [688]

EPR/ESR 1.4 K [689] 2.5 GPa [690] 45 T [689] 63 T [691]
NMR 20 mK [55] 90 GPa [692]. 45 T [693] 56 T [694]

ARPES 1 K [695] 106A/cm2

[696]†
25 kV/cm [697]

EELS 10 K [698]
STM 10 mK [699] 34 T [700] 100 MV/cm [636]

STEM 4.5 K [701]
SNOM 20 K [702] 7 T [702]
MIM 450 mK [703] 9 T [704]

the ground state in quantum spin liquid candidate materials like herbertsmithite if samples of
sufficient quality become available.

4.7.2 High electric/magnetic field

Strong electric fields, up to ∼1 V/Å, constitute another knob for tuning phase transitions in
strongly correlated systems. In the dc limit, electrostatic gating of ultrathin materials has en-
abled the precision control of carrier concentration and band structure [708]. In the ac limit,
strong fields in mid-infrared or terahertz laser pulses have led to new dynamical states of mat-
ter, such as symmetry-breaking or topologically nontrivial phases, some of which do not exist
at equilibrium [656, 709]. Furthermore, nonlinear response associated with extreme fields
offers a sensitive probe of symmetry [710], topology [711], electron correlation [712], and
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perhaps spin fractionalization [127]. Therefore, access to high electric fields is instrumental
in both manipulating and measuring properties of many correlated systems.

With 100 T reached in pulsed field at Los Alamos National Laboratory in 2012 (and now
available in other high field laboratories) as the highest non-destructive magnetic field ever re-
alized, these last decades have witnessed great advances in magnetic field technologies [713].
The development of Megagauss magnets (semi-destructive fields where the coil is destroyed
at each pulse but the sample space preserved, see Fig. 19), which are able to reach as high as
∼ 300 T [714], foresees brand new kinds of experiments in condensed matter. High magnetic
fields have already proved themselves to be an effective tool in disentangling competing and
coexisting states of matter. For example, the normal state of several unconventional super-
conductors, like high-Tc cuprates, has been extensively studied down to low temperatures by
suppressing the superconductivity with magnetic field [226, 715]. High magnetic fields can
also be extremely useful to observe quantum oscillations that can give a direct measurement
of the fermiology and the quasiparticles behavior in quantum materials [716]. High magnetic
fields allow the stabilization of a remarkable field induced unconventional superconducting
phase in UTe2 (Fig. 4) that has the highest upper and lower critical fields of any field-induced
superconducting phase (more than 40 T and 65 T respectively) [78,79]. High magnetic fields
are also essential to probe integer and fractional quantum Hall effects in two-dimensional elec-
tron systems, and are expected to continue to play a critical role as the field of 2D materials is
developed further [717]. Moreover, they allow the study of the “quantum limit”, in which all
charge carriers are confined to the lowest Landau level [718], a particularly pertinent state to
explore in correlated topological materials. Unfortunately, magnetic field cannot be applied
in traditional ARPES experiments, although photoemission experiments with large currents
(106A/cm2) have been performed [696]. For at least that application on superconductors, they
perhaps induce a related effect. Magnetic fields can be applied in another novel momentum-
and energy-resolved tunneling spectroscopy technique that also probes single-particle spectral
functions [719].

There are of course many other interesting applications of large fields not listed here, es-
pecially in the domain of magnetism. We need new technological developments to access even
higher fields for longer periods of time, for example to study the normal state of some cuprates
with a large upper critical field (YBCO, Hg1201, Bi2212, etc.). These could be obtained thanks
to advances in the megagauss technology that currently reaches around 150–200 T, but are
not widely developed to date. Improvements in the pulse duration and the cooling time for
standard pulsed field magnets would also help, respectively by expanding the types of measure-
ments that can be achieved in pulsed field (thermal transport for example is more challenging
than electrical transport, see Table 1) and by increasing the number of data points taken. Fi-
nally, advances in all-superconducting dc magnets, as the 32 T magnet in service at NHMFL
since 2017, will avoid the vibrations due to water cooling used for resistive coils, allowing new
types of vibration-sensitive experiments, and reduces operating costs. These types of magnets
though remain challenging to implement because of the use of high-Tc superconducting coils
that are delicate to manufacture.

4.7.3 High pressure/strain

Application of hydrostatic pressure is one of the cleanest ways to continuously tune the inter-
play between spin, charge, lattice and orbital degrees of freedom. Due to the often competing
interactions in correlated systems, novel electronic and magnetic phenomena can be quickly
masked by the presence of disorder induced by chemical substitution. This is a well-known
problem in investigations that attempt to tune correlations using chemical doping. The best
examples of materials where experiments under high pressure have contributed a wealth of
information for understanding quantum phase transitions are heavy-fermions [20, 720]. Not
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Fig. 26. Measured field profiles of the various nondestructive pulsed magnets at the NHMFL-Los Alamos. The 65 T ‘‘standard-user’’ magnets are powered
with a 4 MJ capacitor bank, as is the larger-inductance 50 T ‘‘mid-pulse’’ magnet. The 60 T Long Pulse magnet, which can maintain 60 T for 100 ms (or, for
example, 50 T for 200 ms), has a user-defined waveform and is driven with a 1.4 GW motor-generator. The 100 T Multi-Shot magnet, also depicted in the
diagram on the right, has a generator-driven ⇡40 T outsert magnet and a ⇡60 T insert magnet that is driven with a 2.2 MJ capacitor bank; it achieved fields
>100.7 T in early 2012. The total height of the magnet assembly is ⇡2m.

Fig. 27. A schematic of a single-turn pulsed coil. The rise time of the field is determined by the capacitance and inductance of the entire circuit, which
includes the capacitor bank, cabling, and the coil itself. Once the current flows through the coil, magnetic field is generated and its pressure explodes the
coil. The disintegration time of the coil is determined by its mass (inertia) and the applied magnetic force. The circuit impedance can be adjusted to make
the rise time of the field shorter than the disintegration time of the coil. Typical values of the field achievedwith this technique are 300 T in a 5mmdiameter
or 100 T in a 20 mm diameter, both with ⇡5 µs duration.
Source: Figure courtesy LNCMI [161].

4.2.1. Pulsed magnets at NHMFL Los Alamos
The 60 T Long-Pulse Magnet, which came online in 1998, can maintain a constant peak field of 60 T for up to 100 ms, in

a 32mm bore. This magnet is driven with a 1.4GW motor-generator as mentioned above. The overall pulse length (see the
field profile in Fig. 26) is about 2 s. Such a long duration at peak field in comparison with typical capacitor-driven pulsed
magnets, for which time at peak field is of order milliseconds, allows for sensitive experiments that benefit from significant
signal averaging or extended photon collection, such as the case in many optics and laser experiments.

Figure 19: Sketch of a single-turn coil used in Megagauss facilities to reach magnetic
fields significantly higher than 100 T in pulsed field (up to ∼ 300 T in a 5-mm-
diameter bore) for a few microseconds. A current pulse of ∼ 3 MA from a capacitor
bank heatss and expands the coil as it generates the field (a semi-destructive tech-
nique). From Ref. [713].

only can 3D interactions may be fine-tuned with pressure, but also the role of inter-planar
coupling, e.g. for organic superconductors, can be studied via pressure-induced dimensional
crossover, such as quasi-1D to quasi-2D, quasi-2D to 3D [721–724]. Pressure has also proven
to be powerful in tuning quantum critical points and quantum spin liquid states in magnetically
frustrated systems [725–728]. However due to the stringent requirements such as small sam-
ple volume, space for pressure cells, etc., there is a constant need for development to improve
high-pressure generation technologies. One successful example is the combination of high
pressure diamond anvil cell technology with synchrotron X-ray techniques. Here improved
source brilliance and small focus sizes allows diffraction, scattering, and spectroscopy in ways
not allowed previously [729, 730]. IR spectroscopy at synchrotron beamlines also allows ad-
vantages for high pressures [731, 732]. There have been recent successes with combining
NMR experiments with pressures as high as 90 GPa [692] and neutron diffraction experiment
above 90 GPa [686]. Although earth sciences and other areas of condensed matter physics
have mastered the art of general high pressures using diamond anvil cells, combining very
high pressure with many of the techniques used for quantum materials has been prohibitive.
For example, combining high pressure with highly surface sensitive techniques such as ARPES
has remained completely unaccomplished for obvious reasons.

As most correlated electron systems are anisotropic, hydrostatic pressure is often not the
ideal tuning parameter. Therefore, uniaxial strain is becoming one of the most commonly
used technique to study electronic and magnetic properties in correlated systems [733–735].
Furthermore, uniaxial and/or biaxial strain/pressure allow us to overcome some of the lim-
itations of hydrostatic pressure generation methods. In some cases such as superconducting
heavy fermions, it is even desired to increase the structural anisotropy to tune Tc [736]. Uniax-
ial strain has been successfully combined with experimental probes for which the application
of hydrostatic pressure is currently not possible. For example, experimental probes such as
STM, SEM and ARPES can use uniaxial strain on single crystals or thin films to tune the sys-
tem as a substitute for hydrostatic pressure [737–739]. Using the substrate of thin films to
create unaxial or biaxial strain that manipulates material properties is a well established tech-
nique in the field of correlated electron systems such as cuprates [740], manganites [741]
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and titanates [742], but the recent focus has been on using strain as a continuous in situ
probe of materials with piezoelectric stacks. This has been proven to be extremely power-
ful when probing nematic correlations in the pnictides [77]. For instance, Ref. [77] showed
how measurement of the divergent nematic susceptibility of the iron pnictide superconductor
Ba(Fe1−xCox)2As2 can distinguish an electronic nematic phase transition from a simple ferroe-
lastic distortion. In situ strain and STM have been combined to show how nematic fluctuations
and nematic order in an iron-based superconductor change across the phase diagram [565].
It was shown that sizable nematic correlations persist to high temperatures and that there is
strong nonlinear coupling between structure and electronic nematicity even at temperatures
above the tetragonal to orthorhombic transition.

4.7.4 Challenges and outlooks

Despite the rapid progress in pushing various experimental limits, probes in multiple extreme
environments are uncommon due to the high level of experimental difficulty. We believe that
efforts should be undertaken to push boundaries in these experimental techniques by both
integrating setups with new extreme environments, and by combining multiple environments.
Due to the complexity of many-body interaction in correlated electron material, it is often nec-
essary to leverage more than one extreme environment. For instance, the combination of high
magnetic fields up to 60 T and hydrostatic pressure up to 4 GPa in URu2Si2 has recently shed
new light on the subtle competition between the hidden-order state and neighboring magnet-
ically ordered states [743]. In some situations, one extreme environment may be employed
to help access a phase boundary within the experimental limits of a second environment. For
example, on YBCO, the extremely high critical fields of 150 T at optimal doping hindered in-
vestigations of the normal state at low temperature. With the application of high pressure,
however, critical field values can in principle be lowered to a more accessible field regime,
thereby allowing studies of the quantum phases below the superconducting transition. The
use of this extreme environment, acting similarly as doping, enabled for instance the access
to the entire overdoped regime in pristine YBCO by lowering Tc and moving the end of the
superconducting dome [744]. This approach also minimizes effects from varying the sample
quality and the environments in different set-ups or laboratories, as multiple experiments are
performed simultaneously on the same sample.

The experimental complexity of many advanced scattering, spectroscopy, and microscopy
measurements also poses great challenges for accessing extreme sample conditions. For ex-
ample, static magnetic fields for inelastic neutron scattering are still nowadays limited to a
modest field of 15 T at the Institut Laue-Langevin.7 Implementing extreme conditions in these
setups necessitates a collaborative effort to surmount numerous engineering challenges, but
we expect that such endeavor is of great interest to the community and will pay off in the long
run.

5 Concluding remarks

In this manuscript, we have attempted to lay out the results of our discussions on the Future
of the Correlated Electron Problem. These are hard problems and progress on them takes
time. But progress has cycles and going forward it will make sense to stubbornly come back
to stubborn old problems with new ideas.

7The Helmholtz-Zentrum-Berlin facility that used to have a 26 T steady field magnet [652], but it is
now shut down. https://www.helmholtz-berlin.de/pubbin/news_seite?nid=14076;sprache=en, https://www.
helmholtz-berlin.de/projects/rueckbau/ber/index_en.html.

56

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://www.helmholtz-berlin.de/pubbin/news_seite?nid=14076;sprache=en
https://www.helmholtz-berlin.de/projects/rueckbau/ber/index_en.html
https://www.helmholtz-berlin.de/projects/rueckbau/ber/index_en.html


SciPost Phys. Comm. Rep. 8 (2025)

We have so far stayed away from sociological and philosophical aspects surrounding the
Future of the Correlated Electron Problem, but such discussions frequently surfaced during
the workshop. Issues such as questionable reproducibility, over-analysis/interpretation, over-
abundance of jargon, pressure to produce high-impact publications, and a pursuit of “novelty”
and therefore a lack of systematic studies, are definitely not unique to the correlated electron
community. Nonetheless, both senior and junior scientists in this field should make a concerted
effort to address these issues, which only complicate the already complex problems. As a com-
munity, we can take simple, concrete steps, and one example would be giving more credits to
reporting conflicting or null results. Indeed, recently we have seen several high-profile cases
concerning reproducibility of experimental data in the literature e.g. triplet-pairing in super-
conducting Sr2RuO4 [55, 745], giant current-induced diamagnetism in Ca2RuO4 [746, 747],
and chiral Majorana fermions in a quantum anomalous Hall-superconductor device [748,749].
These examples serve to remind us of the high standards and open debate are important when
pushing forward in this field.

We have made the above forecasts, predictions, and recommendations not from an expec-
tation that we will be ultimately be proven correct. It is of course “difficult to make predictions,
especially about the future”.8 Our hope, however, is that the topics we have presented will
provide inspiration for others working in this field and motivation for the idea that significant
progress can be made on very hard problems if we focus our collective energies. Irrespective
of the particular path taken, it is clear that the Future of the Correlated Electron Problem will
be full of fascinating physics and unexpected twists and turns that will challenge us for years
to come.
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[216] H. Shishido, R. Settai, H. Harima and Y. Ōnuki, A drastic change of the Fermi surface at
a critical pressure in CeRhIn5: dHvA study under pressure, J. Phys. Soc. Jpn. 74, 1103
(2005), doi:10.1143/JPSJ.74.1103.

[217] L. Savary, E.-G. Moon and L. Balents, New type of quantum criticality in the pyrochlore
iridates, Phys. Rev. X 4, 041027 (2014), doi:10.1103/PhysRevX.4.041027.

[218] Y. Wang, T. F. Rosenbaum, A. Palmer, Y. Ren, J.-W. Kim, D. Mandrus and Y. Feng, Strongly-
coupled quantum critical point in an all-in-all-out antiferromagnet, Nat. Commun. 9,
2953 (2018), doi:10.1038/s41467-018-05435-7.

[219] A. Schröder, G. Aeppli, E. Bucher, R. Ramazashvili and P. Coleman, Scaling of mag-
netic fluctuations near a quantum phase transition, Phys. Rev. Lett. 80, 5623 (1998),
doi:10.1103/PhysRevLett.80.5623.

[220] T. Senthil, M. Vojta and S. Sachdev, Weak magnetism and non-Fermi liq-
uids near heavy-fermion critical points, Phys. Rev. B 69, 035111 (2004),
doi:10.1103/PhysRevB.69.035111.

[221] Q. Si, Quantum criticality and global phase diagram of magnetic heavy fermions,
Phys. Status Solidi (b) 247, 476 (2010), doi:10.1002/pssb.200983082 [preprint
doi:10.1002/pssb.200983082].

[222] P. Coleman and A. H. Nevidomskyy, Frustration and the Kondo effect in heavy fermion
materials, J. Low Temp. Phys. 161, 182 (2010), doi:10.1007/s10909-010-0213-4.

71

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1201/b10273
https://doi.org/10.1038/nphys892
https://doi.org/10.1002/pssb.201300005
https://doi.org/10.1103/PhysRevLett.82.4707
https://doi.org/10.1103/PhysRevB.100.174433
https://doi.org/10.1146/annurev-conmatphys-031016-025531
https://doi.org/10.1146/annurev-conmatphys-031218-013339
https://doi.org/10.1146/annurev-conmatphys-031218-013339
https://doi.org/10.1103/PhysRevLett.72.3262
https://doi.org/10.1080/001075199181602
https://doi.org/10.1143/JPSJ.74.1103
https://doi.org/10.1103/PhysRevX.4.041027
https://doi.org/10.1038/s41467-018-05435-7
https://doi.org/10.1103/PhysRevLett.80.5623
https://doi.org/10.1103/PhysRevB.69.035111
https://doi.org/10.1002/pssb.200983082
https://doi.org/10.1002/pssb.200983082
https://doi.org/10.1007/s10909-010-0213-4


SciPost Phys. Comm. Rep. 8 (2025)

[223] I. Khait, P. Azaria, C. Hubig, U. Schollwöck and A. Auerbach, Doped Kondo
chain, a heavy Luttinger liquid, Proc. Natl. Acad. Sci. 115, 5140 (2018),
doi:10.1073/pnas.1719374115.

[224] Y. Komijani and P. Coleman, Emergent critical charge fluctuations at the
Kondo breakdown of heavy fermions, Phys. Rev. Lett. 122, 217001 (2019),
doi:10.1103/PhysRevLett.122.217001.

[225] P. Coleman, C. Pépin, Q. Si and R. Ramazashvili, How do Fermi liquids get heavy and die?,
J. Phys.: Condens. Matter 13, R723 (2001), doi:10.1088/0953-8984/13/35/202.

[226] C. Proust and L. Taillefer, The remarkable underlying ground states of cuprate super-
conductors, Annu. Rev. Condens. Matter Phys. 10, 409 (2019), doi:10.1146/annurev-
conmatphys-031218-013210.

[227] Q. Si, S. Rabello, K. Ingersent and J. L. Smith, Locally critical quantum phase transitions
in strongly correlated metals, Nature 413, 804 (2001), doi:10.1038/35101507.

[228] P. A. Lee, N. Nagaosa and X.-G. Wen, Doping a Mott insulator: Physics of high-temperature
superconductivity, Rev. Mod. Phys. 78, 17 (2006), doi:10.1103/RevModPhys.78.17.

[229] J. G. Storey, Hall effect and Fermi surface reconstruction via electron pockets in the high-Tc
cuprates, Europhys. Lett. 113, 27003 (2016), doi:10.1209/0295-5075/113/27003.

[230] S. Chatterjee, S. Sachdev and A. Eberlein, Thermal and electrical transport in metals and
superconductors across antiferromagnetic and topological quantum transitions, Phys. Rev.
B 96, 075103 (2017), doi:10.1103/PhysRevB.96.075103.

[231] S. Verret, O. Simard, M. Charlebois, D. Sénéchal and A.-M. S. Tremblay, Phenomenolog-
ical theories of the low-temperature pseudogap: Hall number, specific heat, and Seebeck
coefficient, Phys. Rev. B 96, 125139 (2017), doi:10.1103/PhysRevB.96.125139.

[232] K.-Y. Yang, T. M. Rice and F.-C. Zhang, Phenomenological theory of the pseudogap state,
Phys. Rev. B 73, 174501 (2006), doi:10.1103/PhysRevB.73.174501.

[233] S. Verret, M. Charlebois, D. Sénéchal and A.-M. S. Tremblay, Subgap structures and
pseudogap in cuprate superconductors: Role of density waves, Phys. Rev. B 95, 054518
(2017), doi:10.1103/PhysRevB.95.054518.

[234] C. Morice, X. Montiel and C. Pépin, Evolution of Hall resistivity and spectral func-
tion with doping in the SU(2) theory of cuprates, Phys. Rev. B 96, 134511 (2017),
doi:10.1103/PhysRevB.96.134511.

[235] S. Chatterjee and S. Sachdev, Fractionalized Fermi liquid with bosonic char-
gons as a candidate for the pseudogap metal, Phys. Rev. B 94, 205117 (2016),
doi:10.1103/PhysRevB.94.205117.

[236] T. Furukawa, K. Miyagawa, H. Taniguchi, R. Kato and K. Kanoda, Quantum
criticality of Mott transition in organic materials, Nat. Phys. 11, 221 (2015),
doi:10.1038/nphys3235.

[237] G. Chen et al., Evidence of a gate-tunable Mott insulator in a trilayer graphene moiré
superlattice, Nat. Phys. 15, 237 (2019), doi:10.1038/s41567-018-0387-2.

[238] Y. Cao, D. Rodan-Legrain, O. Rubies-Bigorda, J. M. Park, K. Watanabe, T. Taniguchi and
P. Jarillo-Herrero, Tunable correlated states and spin-polarized phases in twisted bilayer-
bilayer graphene, Nature 583, 215 (2020), doi:10.1038/s41586-020-2260-6.

72

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1073/pnas.1719374115
https://doi.org/10.1103/PhysRevLett.122.217001
https://doi.org/10.1088/0953-8984/13/35/202
https://doi.org/10.1146/annurev-conmatphys-031218-013210
https://doi.org/10.1146/annurev-conmatphys-031218-013210
https://doi.org/10.1038/35101507
https://doi.org/10.1103/RevModPhys.78.17
https://doi.org/10.1209/0295-5075/113/27003
https://doi.org/10.1103/PhysRevB.96.075103
https://doi.org/10.1103/PhysRevB.96.125139
https://doi.org/10.1103/PhysRevB.73.174501
https://doi.org/10.1103/PhysRevB.95.054518
https://doi.org/10.1103/PhysRevB.96.134511
https://doi.org/10.1103/PhysRevB.94.205117
https://doi.org/10.1038/nphys3235
https://doi.org/10.1038/s41567-018-0387-2
https://doi.org/10.1038/s41586-020-2260-6


SciPost Phys. Comm. Rep. 8 (2025)

[239] C. Shen et al., Correlated states in twisted double bilayer graphene, Nat. Phys. 16, 520
(2020), doi:10.1038/s41567-020-0825-9.

[240] X. Liu et al., Tunable spin-polarized correlated states in twisted double bilayer graphene,
Nature 583, 221 (2020), doi:10.1038/s41586-020-2458-7.

[241] G. W. Burg, J. Zhu, T. Taniguchi, K. Watanabe, A. H. MacDonald and E. Tutuc, Correlated
insulating states in twisted double bilayer graphene, Phys. Rev. Lett. 123, 197702 (2019),
doi:10.1103/PhysRevLett.123.197702.

[242] L. Wang et al., Correlated electronic phases in twisted bilayer transition metal dichalco-
genides, Nat. Mater. 19, 861 (2020), doi:10.1038/s41563-020-0708-6.

[243] A. M. Goldman, Superconductor-insulator transitions in the two-dimensional limit,
Phys. E: Low-dimens. Syst. Nanostructures 18, 1 (2003), doi:10.1016/S1386-
9477(02)00932-3.

[244] M. Wallin, E. S. So/rensen, S. M. Girvin and A. P. Young, Superconductor-insulator
transition in two-dimensional dirty boson systems, Phys. Rev. B 49, 12115 (1994),
doi:10.1103/PhysRevB.49.12115.

[245] A. Kapitulnik, S. A. Kivelson and B. Spivak, Colloquium: Anomalous metals: Failed super-
conductors, Rev. Mod. Phys. 91, 011002 (2019), doi:10.1103/RevModPhys.91.011002.

[246] D. J. Scalapino, A common thread: The pairing interaction for unconventional supercon-
ductors, Rev. Mod. Phys. 84, 1383 (2012), doi:10.1103/RevModPhys.84.1383.

[247] S. Raghu, G. Torroba and H. Wang, Metallic quantum critical points with finite BCS
couplings, Phys. Rev. B 92, 205104 (2015), doi:10.1103/PhysRevB.92.205104.

[248] Y. Wang, A. Abanov, B. L. Altshuler, E. A. Yuzbashyan and A. V. Chubukov, Supercon-
ductivity near a quantum-critical point: The special role of the first Matsubara frequency,
Phys. Rev. Lett. 117, 157001 (2016), doi:10.1103/PhysRevLett.117.157001.

[249] M. E. Zayed et al., 4-spin plaquette singlet state in the Shastry-Sutherland compound
SrCu2(BO3)2, Nat. Phys. 13, 962 (2017), doi:10.1038/nphys4190.

[250] J. Y. Lee, C. Wang, M. P. Zaletel, A. Vishwanath and Y.-C. He, Emergent multi-flavor QED3
at the plateau transition between fractional Chern insulators: Applications to graphene
heterostructures, Phys. Rev. X 8, 031015 (2018), doi:10.1103/PhysRevX.8.031015.

[251] J. Y. Lee, Y.-Z. You, S. Sachdev and A. Vishwanath, Signatures of a deconfined phase tran-
sition on the Shastry-Sutherland lattice: Applications to quantum critical SrCu2(BO3)2,
Phys. Rev. X 9, 041037 (2019), doi:10.1103/PhysRevX.9.041037.

[252] J. Guo et al., Quantum phases of SrCu2(BO3)2 from high-pressure thermodynamics, Phys.
Rev. Lett. 124, 206602 (2020), doi:10.1103/PhysRevLett.124.206602.

[253] L. Zou and Y.-C. He, Field-induced QCD3-Chern-Simons quantum criticalities in Kitaev
materials, Phys. Rev. Res. 2, 013072 (2020), doi:10.1103/PhysRevResearch.2.013072.

[254] P. Laurell and S. Okamoto, Dynamical and thermal magnetic properties of the Kitaev spin
liquid candidate α-RuCl3, npj Quantum Mater. 5, 2 (2020), doi:10.1038/s41535-019-
0203-y.

73

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1038/s41567-020-0825-9
https://doi.org/10.1038/s41586-020-2458-7
https://doi.org/10.1103/PhysRevLett.123.197702
https://doi.org/10.1038/s41563-020-0708-6
https://doi.org/10.1016/S1386-9477(02)00932-3
https://doi.org/10.1016/S1386-9477(02)00932-3
https://doi.org/10.1103/PhysRevB.49.12115
https://doi.org/10.1103/RevModPhys.91.011002
https://doi.org/10.1103/RevModPhys.84.1383
https://doi.org/10.1103/PhysRevB.92.205104
https://doi.org/10.1103/PhysRevLett.117.157001
https://doi.org/10.1038/nphys4190
https://doi.org/10.1103/PhysRevX.8.031015
https://doi.org/10.1103/PhysRevX.9.041037
https://doi.org/10.1103/PhysRevLett.124.206602
https://doi.org/10.1103/PhysRevResearch.2.013072
https://doi.org/10.1038/s41535-019-0203-y
https://doi.org/10.1038/s41535-019-0203-y


SciPost Phys. Comm. Rep. 8 (2025)

[255] C. Eichstaedt, Y. Zhang, P. Laurell, S. Okamoto, A. G. Eguiluz and T. Berlijn, Deriving
models for the Kitaev spin-liquid candidate material α-RuCl3 from first principles, Phys.
Rev. B 100, 075110 (2019), doi:10.1103/PhysRevB.100.075110.

[256] J. Y. Lee, Y.-Z. You, S. Sachdev and A. Vishwanath, Signatures of a deconfined phase tran-
sition on the Shastry-Sutherland lattice: Applications to quantum critical SrCu2(BO3)2,
Phys. Rev. X 9, 041037 (2019), doi:10.1103/PhysRevX.9.041037.

[257] T. Senthil, Theory of a continuous Mott transition in two dimensions, Phys. Rev. B 78,
045109 (2008), doi:10.1103/PhysRevB.78.045109.

[258] T. Vojta, Disorder in quantum many-body systems, Annu. Rev. Condens. Matter
Phys. 10, 233 (2019), doi:10.1146/annurev-conmatphys-031218-013433 [preprint
doi:10.48550/arXiv.1806.05611].

[259] A. B. Harris, Effect of random defects on the critical behaviour of Ising models, J. Phys. C:
Solid State Phys. 7, 1671 (1974), doi:10.1088/0022-3719/7/9/009.

[260] P. Goswami, D. Schwab and S. Chakravarty, Rounding by disorder of first-order quantum
phase transitions: Emergence of quantum critical points, Phys. Rev. Lett. 100, 015703
(2008), doi:10.1103/PhysRevLett.100.015703.

[261] X. Y. Xu, Z. H. Liu, G. Pan, Y. Qi, K. Sun and Z. Y. Meng, Revealing fermionic quantum crit-
icality from new Monte Carlo techniques, J. Phys.: Condens. Matter 31, 463001 (2019),
doi:10.1088/1361-648x/ab3295.

[262] M. Z. Hasan and C. L. Kane, Colloquium: Topological insulators, Rev. Mod. Phys. 82,
3045 (2010), doi:10.1103/RevModPhys.82.3045.

[263] M. Z. Hasan and J. E. Moore, Three-dimensional topological insulators, Annu. Rev. Con-
dens. Matter Phys. 2, 55 (2011), doi:10.1146/annurev-conmatphys-062910-140432.

[264] X.-L. Qi and S.-C. Zhang, Topological insulators and superconductors, Rev. Mod. Phys.
83, 1057 (2011), doi:10.1103/RevModPhys.83.1057.

[265] N. P. Armitage, E. J. Mele and A. Vishwanath, Weyl and Dirac semimet-
als in three-dimensional solids, Rev. Mod. Phys. 90, 015001 (2018),
doi:10.1103/RevModPhys.90.015001.

[266] A. Kitaev, V. Lebedev and M. Feigel’man, Periodic table for topological insulators and
superconductors, AIP Conf. Proc. 1134, 22 (2009), doi:10.1063/1.3149495.

[267] S. Ryu, A. P. Schnyder, A. Furusaki and A. W. W. Ludwig, Topological insulators and su-
perconductors: Tenfold way and dimensional hierarchy, New J. Phys. 12, 065010 (2010),
doi:10.1088/1367-2630/12/6/065010.

[268] X.-G. Wen, Symmetry-protected topological phases in noninteracting fermion systems,
Phys. Rev. B 85, 085103 (2012), doi:10.1103/PhysRevB.85.085103.

[269] H. Watanabe, H. C. Po and A. Vishwanath, Structure and topology of band
structures in the 1651 magnetic space groups, Sci. Adv. 4, eaat8685 (2018),
doi:10.1126/sciadv.aat8685.

[270] L. Fidkowski and A. Kitaev, Effects of interactions on the topological classification of free
fermion systems, Phys. Rev. B 81, 134509 (2010), doi:10.1103/physrevb.81.134509.

74

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1103/PhysRevB.100.075110
https://doi.org/10.1103/PhysRevX.9.041037
https://doi.org/10.1103/PhysRevB.78.045109
https://doi.org/10.1146/annurev-conmatphys-031218-013433
https://doi.org/10.48550/arXiv.1806.05611
https://doi.org/10.1088/0022-3719/7/9/009
https://doi.org/10.1103/PhysRevLett.100.015703
https://doi.org/10.1088/1361-648x/ab3295
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1146/annurev-conmatphys-062910-140432
https://doi.org/10.1103/RevModPhys.83.1057
https://doi.org/10.1103/RevModPhys.90.015001
https://doi.org/10.1063/1.3149495
https://doi.org/10.1088/1367-2630/12/6/065010
https://doi.org/10.1103/PhysRevB.85.085103
https://doi.org/10.1126/sciadv.aat8685
https://doi.org/10.1103/physrevb.81.134509


SciPost Phys. Comm. Rep. 8 (2025)

[271] C. Wang and T. Senthil, Interacting fermionic topological insulators/superconductors in
three dimensions, Phys. Rev. B 89, 195124 (2014), doi:10.1103/physrevb.89.195124.

[272] M. Dzero, K. Sun, V. Galitski and P. Coleman, Topological Kondo insulators, Phys. Rev.
Lett. 104, 106408 (2010), doi:10.1103/PhysRevLett.104.106408.

[273] H.-H. Lai, S. E. Grefe, S. Paschen and Q. Si, Weyl-Kondo semimetal in heavy-fermion
systems, Proc. Natl. Acad. Sci. 115, 93 (2018), doi:10.1073/pnas.1715851115.

[274] M. Serlin, C. L. Tschirhart, H. Polshyn, Y. Zhang, J. Zhu, K. Watanabe, T. Taniguchi, L.
Balents and A. F. Young, Intrinsic quantized anomalous Hall effect in a moiré heterostruc-
ture, Science 367, 900 (2020), doi:10.1126/science.aay5533.

[275] I. Belopolski et al., Discovery of topological Weyl fermion lines and drum-
head surface states in a room temperature magnet, Science 365, 1278 (2019),
doi:10.1126/science.aav2327.

[276] J. Gooth et al., Axionic charge-density wave in the Weyl semimetal (TaSe4)2I, Nature 575,
315 (2019), doi:10.1038/s41586-019-1630-4.

[277] S. Murakami and N. Nagaosa, Berry phase in magnetic superconductors, Phys. Rev. Lett.
90, 057002 (2003), doi:10.1103/PhysRevLett.90.057002.

[278] Y. Li and F. D. M. Haldane, Topological nodal Cooper pairing in doped Weyl metals, Phys.
Rev. Lett. 120, 067003 (2018), doi:10.1103/PhysRevLett.120.067003.

[279] A. Alexandradinata, Z. Wang, B. A. Bernevig and M. Zaletel, Glide-resolved photoemis-
sion spectroscopy: Measuring topological invariants in nonsymmorphic space groups, Phys.
Rev. B 101, 235166 (2020), doi:10.1103/PhysRevB.101.235166.

[280] P. J. W. Moll, N. L. Nair, T. Helm, A. C. Potter, I. Kimchi, A. Vishwanath and J. G. Ana-
lytis, Transport evidence for Fermi-arc-mediated chirality transfer in the Dirac semimetal
Cd3As2, Nature 535, 266 (2016), doi:10.1038/nature18276.

[281] M. J. Schmidt, Strong correlations at topological insulator surfaces and the break-
down of the bulk-boundary correspondence, Phys. Rev. B 86, 161110 (2012),
doi:10.1103/PhysRevB.86.161110.

[282] L. Lepori and L. Dell’Anna, Long-range topological insulators and weakened bulk-
boundary correspondence, New J. Phys. 19, 103030 (2017), doi:10.1088/1367-
2630/aa84d0.

[283] S. Yao and Z. Wang, Edge states and topological invariants of non-Hermitian systems,
Phys. Rev. Lett. 121, 086803 (2018), doi:10.1103/PhysRevLett.121.086803.

[284] Y. Xiong, Why does bulk boundary correspondence fail in some non-Hermitian topological
models, J. Phys. Commun. 2, 035043 (2018), doi:10.1088/2399-6528/aab64a.

[285] T. Helbig et al., Generalized bulk-boundary correspondence in non-Hermitian topolectrical
circuits, Nat. Phys. 16, 747 (2020), doi:10.1038/s41567-020-0922-9.

[286] S. Dzsaber, L. Prochaska, A. Sidorenko, G. Eguchi, R. Svagera, M. Waas, A. Prokofiev,
Q. Si and S. Paschen, Kondo insulator to semimetal transformation tuned by spin-orbit
coupling, Phys. Rev. Lett. 118, 246601 (2017), doi:10.1103/PhysRevLett.118.246601.

75

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1103/physrevb.89.195124
https://doi.org/10.1103/PhysRevLett.104.106408
https://doi.org/10.1073/pnas.1715851115
https://doi.org/10.1126/science.aay5533
https://doi.org/10.1126/science.aav2327
https://doi.org/10.1038/s41586-019-1630-4
https://doi.org/10.1103/PhysRevLett.90.057002
https://doi.org/10.1103/PhysRevLett.120.067003
https://doi.org/10.1103/PhysRevB.101.235166
https://doi.org/10.1038/nature18276
https://doi.org/10.1103/PhysRevB.86.161110
https://doi.org/10.1088/1367-2630/aa84d0
https://doi.org/10.1088/1367-2630/aa84d0
https://doi.org/10.1103/PhysRevLett.121.086803
https://doi.org/10.1088/2399-6528/aab64a
https://doi.org/10.1038/s41567-020-0922-9
https://doi.org/10.1103/PhysRevLett.118.246601


SciPost Phys. Comm. Rep. 8 (2025)

[287] J. Wang, C. Ortix, J. van den Brink and D. V. Efremov, Fate of interaction-
driven topological insulators under disorder, Phys. Rev. B 96, 201104 (2017),
doi:10.1103/PhysRevB.96.201104.

[288] C. Xu and J. E. Moore, Stability of the quantum spin Hall effect: Effects
of interactions, disorder, and Z2 topology, Phys. Rev. B 73, 045322 (2006),
doi:10.1103/PhysRevB.73.045322.

[289] M. S. Rudner, N. H. Lindner, E. Berg and M. Levin, Anomalous edge states and the
bulk-edge correspondence for periodically driven two-dimensional systems, Phys. Rev. X
3, 031005 (2013), doi:10.1103/PhysRevX.3.031005.

[290] P. Titum, E. Berg, M. S. Rudner, G. Refael and N. H. Lindner, Anomalous Floquet-Anderson
insulator as a nonadiabatic quantized charge pump, Phys. Rev. X 6, 021013 (2016),
doi:10.1103/PhysRevX.6.021013.

[291] M. Rodriguez-Vega, A. Kumar and B. Seradjeh, Higher-order Floquet topological
phases with corner and bulk bound states, Phys. Rev. B 100, 085138 (2019),
doi:10.1103/PhysRevB.100.085138.

[292] S. A. A. Ghorashi, P. Hosur and C.-S. Ting, Irradiated three-dimensional Luttinger
semimetal: A factory for engineering Weyl semimetals, Phys. Rev. B 97, 205402 (2018),
doi:10.1103/PhysRevB.97.205402.

[293] S. A. A. Ghorashi, Hybrid dispersion Dirac semimetal and hybrid Weyl phases in
Luttinger semimetals: A dynamical approach, Ann. Phys. 532, 1900336 (2020),
doi:10.1002/andp.201900336 [preprint doi:10.48550/arXiv.1910.00599].

[294] M. Rodriguez-Vega and B. Seradjeh, Universal fluctuations of Floquet topo-
logical invariants at low frequencies, Phys. Rev. Lett. 121, 036402 (2018),
doi:10.1103/PhysRevLett.121.036402.

[295] M. Rodriguez-Vega, H. A. Fertig and B. Seradjeh, Quantum noise detects Floquet topolog-
ical phases, Phys. Rev. B 98, 041113 (2018), doi:10.1103/PhysRevB.98.041113.

[296] M. S. Rudner and N. H. Lindner, Band structure engineering and non-equilibrium dynam-
ics in Floquet topological insulators, Nat. Rev. Phys. 2, 229 (2020), doi:10.1038/s42254-
020-0170-z.

[297] J. Cayssol, B. Dóra, F. Simon and R. Moessner, Floquet topological insulators, Phys. Status
Solidi - Rapid Res. Lett. 7, 101 (2013), doi:10.1002/pssr.201206451.

[298] T. Nag, R.-J. Slager, T. Higuchi and T. Oka, Dynamical synchronization tran-
sition in interacting electron systems, Phys. Rev. B 100, 134301 (2019),
doi:10.1103/PhysRevB.100.134301.

[299] N. H. Lindner, G. Refael and V. Galitski, Floquet topological insulator in semiconductor
quantum wells, Nat. Phys. 7, 490 (2011), doi:10.1038/nphys1926.

[300] S. Xu and C. Wu, Space-time crystal and space-time group, Phys. Rev. Lett. 120, 096401
(2018), doi:10.1103/PhysRevLett.120.096401.

[301] T. Oka and S. Kitamura, Floquet engineering of quantum materials, Annu. Rev. Condens.
Matter Phys. 10, 387 (2019), doi:10.1146/annurev-conmatphys-031218-013423.

76

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1103/PhysRevB.96.201104
https://doi.org/10.1103/PhysRevB.73.045322
https://doi.org/10.1103/PhysRevX.3.031005
https://doi.org/10.1103/PhysRevX.6.021013
https://doi.org/10.1103/PhysRevB.100.085138
https://doi.org/10.1103/PhysRevB.97.205402
https://doi.org/10.1002/andp.201900336
https://doi.org/10.48550/arXiv.1910.00599
https://doi.org/10.1103/PhysRevLett.121.036402
https://doi.org/10.1103/PhysRevB.98.041113
https://doi.org/10.1038/s42254-020-0170-z
https://doi.org/10.1038/s42254-020-0170-z
https://doi.org/10.1002/pssr.201206451
https://doi.org/10.1103/PhysRevB.100.134301
https://doi.org/10.1038/nphys1926
https://doi.org/10.1103/PhysRevLett.120.096401
https://doi.org/10.1146/annurev-conmatphys-031218-013423


SciPost Phys. Comm. Rep. 8 (2025)

[302] N. H. Lindner, G. Refael and V. Galitski, Floquet topological insulator in semiconductor
quantum wells, Nat. Phys. 7, 490 (2011), doi:10.1038/nphys1926.

[303] H. C. Po, H. Watanabe and A. Vishwanath, Fragile topology and Wannier obstructions,
Phys. Rev. Lett. 121, 126402 (2018), doi:10.1103/PhysRevLett.121.126402.

[304] A. Alexandradinata, J. Höller, C. Wang, H. Cheng and L. Lu, Crystallographic splitting
theorem for band representations and fragile topological photonic crystals, Phys. Rev. B
102, 115117 (2020), doi:10.1103/PhysRevB.102.115117.

[305] J. Kang and O. Vafek, Symmetry, maximally localized Wannier states, and a low-energy
model for twisted bilayer graphene narrow bands, Phys. Rev. X 8, 031088 (2018),
doi:10.1103/PhysRevX.8.031088.

[306] J. Kang and O. Vafek, Strong coupling phases of partially filled twisted
bilayer graphene narrow bands, Phys. Rev. Lett. 122, 246401 (2019),
doi:10.1103/PhysRevLett.122.246401.

[307] A. K. Geim and I. V. Grigorieva, Van der Waals heterostructures, Nature 499, 419 (2013),
doi:10.1038/nature12385.

[308] P. Ajayan, P. Kim and K. Banerjee, Two-dimensional van der Waals materials, Phys. Today
69, 38 (2016), doi:10.1063/PT.3.3297.

[309] E. M. Spanton, A. A. Zibrov, H. Zhou, T. Taniguchi, K. Watanabe, M. P. Zaletel and A.
F. Young, Observation of fractional Chern insulators in a van der Waals heterostructure,
Science 360, 62 (2018), doi:10.1126/science.aan8458.

[310] Y. Deng, Y. Yu, M. Z. Shi, Z. Guo, Z. Xu, J. Wang, X. H. Chen and Y. Zhang, Quantum
anomalous Hall effect in intrinsic magnetic topological insulator MnBi2Te4, Science 367,
895 (2020), doi:10.1126/science.aax8156.

[311] C.-Z. Chang et al., Experimental observation of the quantum anomalous Hall effect in a
magnetic topological insulator, Science 340, 167 (2013), doi:10.1126/science.1234414.

[312] M. Sato and Y. Ando, Topological superconductors: A review, Rep. Prog. Phys. 80, 076501
(2017), doi:10.1088/1361-6633/aa6ac7.

[313] L. Fu and C. L. Kane, Superconducting proximity effect and Majorana fermions
at the surface of a topological insulator, Phys. Rev. Lett. 100, 096407 (2008),
doi:10.1103/PhysRevLett.100.096407.

[314] P. Zhang et al., Observation of topological superconductivity on the surface of an iron-based
superconductor, Science 360, 182 (2018), doi:10.1126/science.aan4596.

[315] V. Mourik, K. Zuo, S. M. Frolov, S. R. Plissard, E. P. A. M. Bakkers and L. P. Kouwenhoven,
Signatures of Majorana fermions in hybrid superconductor-semiconductor nanowire de-
vices, Science 336, 1003 (2012), doi:10.1126/science.1222360.

[316] H. Zhang, D. E. Liu, M. Wimmer and L. P. Kouwenhoven, Next steps of quantum transport
in Majorana nanowire devices, Nat. Commun. 10, 5128 (2019), doi:10.1038/s41467-
019-13133-1.

[317] C. Xu and L. Balents, Topological superconductivity in twisted multilayer graphene, Phys.
Rev. Lett. 121, 087001 (2018), doi:10.1103/PhysRevLett.121.087001.

77

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1038/nphys1926
https://doi.org/10.1103/PhysRevLett.121.126402
https://doi.org/10.1103/PhysRevB.102.115117
https://doi.org/10.1103/PhysRevX.8.031088
https://doi.org/10.1103/PhysRevLett.122.246401
https://doi.org/10.1038/nature12385
https://doi.org/10.1063/PT.3.3297
https://doi.org/10.1126/science.aan8458
https://doi.org/10.1126/science.aax8156
https://doi.org/10.1126/science.1234414
https://doi.org/10.1088/1361-6633/aa6ac7
https://doi.org/10.1103/PhysRevLett.100.096407
https://doi.org/10.1126/science.aan4596
https://doi.org/10.1126/science.1222360
https://doi.org/10.1038/s41467-019-13133-1
https://doi.org/10.1038/s41467-019-13133-1
https://doi.org/10.1103/PhysRevLett.121.087001


SciPost Phys. Comm. Rep. 8 (2025)

[318] B. Swingle, M. Barkeshli, J. McGreevy and T. Senthil, Correlated topological insu-
lators and the fractional magnetoelectric effect, Phys. Rev. B 83, 195139 (2011),
doi:10.1103/PhysRevB.83.195139.

[319] J. Maciejko, X.-L. Qi, A. Karch and S.-C. Zhang, Fractional topologi-
cal insulators in three dimensions, Phys. Rev. Lett. 105, 246809 (2010),
doi:10.1103/PhysRevLett.105.246809.

[320] J. Maciejko and G. A. Fiete, Fractionalized topological insulators, Nat. Phys. 11, 385
(2015), doi:10.1038/nphys3311.

[321] M. B. Stearns, Observation of an even-denominator quantum number in the fractional
quantum Hall effect, Phys. Today 31, 34 (1978).

[322] H. Capellmann, The magnetism of iron and other 3-d transition metals, J. Magn. Magn.
Mater. 28, 250 (1982), doi:10.1016/0304-8853(82)90057-9.

[323] T. Moriya and Y. Takahashi, Itinerant electron magnetism, Annu. Rev. Mater. Sci. 14, 1
(1984), doi:10.1146/annurev.ms.14.080184.000245.

[324] W. Pepperhoff and M. Acet, Constitution and magnetism of iron and its alloys, Springer,
Berlin, Heidelberg, Germany, ISBN 9783662043455 (2013), doi:10.1007/978-3-662-
04345-5.

[325] Z. Zhang and S. Satpathy, Electron states, magnetism, and the Verwey transition in mag-
netite, Phys. Rev. B 44, 13319 (1991), doi:10.1103/PhysRevB.44.13319.

[326] G. K. Rozenberg, M. P. Pasternak, W. M. Xu, Y. Amiel, M. Hanfland, M. Amboage, R. D.
Taylor and R. Jeanloz, Origin of the Verwey transition in magnetite, Phys. Rev. Lett. 96,
045705 (2006), doi:10.1103/PhysRevLett.96.045705.

[327] R. Kukreja, N. Hua, J. Ruby, A. Barbour, W. Hu, C. Mazzoli, S. Wilkins, E. E. Fullerton
and O. G. Shpyrko, Orbital domain dynamics in magnetite below the Verwey transition,
Phys. Rev. Lett. 121, 177601 (2018), doi:10.1103/PhysRevLett.121.177601.

[328] J. Kübler, Theory of itinerant electron magnetism, Oxford University Press, Oxford, UK,
ISBN 9780191565427 (2017).

[329] G. M. Gusev, E. B. Olshanetsky, Z. D. Kvon, N. N. Mikhailov and S. A. Dvoretsky,
Linear magnetoresistance in HgTe quantum wells, Phys. Rev. B 87, 081311 (2013),
doi:10.1103/PhysRevB.87.081311.

[330] B. A. Assaf, T. Cardinal, P. Wei, F. Katmis, J. S. Moodera and D. Heiman, Linear magne-
toresistance in topological insulator thin films: Quantum phase coherence effects at high
temperatures, Appl. Phys. Lett. 102, 012102 (2013), doi:10.1063/1.4773207.

[331] J. Tian, C. Chang, H. Cao, K. He, X. Ma, Q. Xue and Y. P. Chen, Quantum and classical
magnetoresistance in ambipolar topological insulator transistors with gate-tunable bulk
and surface conduction, Sci. Rep. 4, 4859 (2014), doi:10.1038/srep04859.

[332] N. P. Butch, P. Syers, K. Kirshenbaum, A. P. Hope and J. Paglione, Supercon-
ductivity in the topological semimetal YPtBi, Phys. Rev. B 84, 220504 (2011),
doi:10.1103/PhysRevB.84.220504.

[333] Y. Zhao et al., Anisotropic magnetotransport and exotic longitudinal lin-
ear magnetoresistance in WTe2 crystals, Phys. Rev. B 92, 041104 (2015),
doi:10.1103/PhysRevB.92.041104.

78

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1103/PhysRevB.83.195139
https://doi.org/10.1103/PhysRevLett.105.246809
https://doi.org/10.1038/nphys3311
https://doi.org/10.1016/0304-8853(82)90057-9
https://doi.org/10.1146/annurev.ms.14.080184.000245
https://doi.org/10.1007/978-3-662-04345-5
https://doi.org/10.1007/978-3-662-04345-5
https://doi.org/10.1103/PhysRevB.44.13319
https://doi.org/10.1103/PhysRevLett.96.045705
https://doi.org/10.1103/PhysRevLett.121.177601
https://doi.org/10.1103/PhysRevB.87.081311
https://doi.org/10.1063/1.4773207
https://doi.org/10.1038/srep04859
https://doi.org/10.1103/PhysRevB.84.220504
https://doi.org/10.1103/PhysRevB.92.041104


SciPost Phys. Comm. Rep. 8 (2025)

[334] S. Thomas, D. J. Kim, S. B. Chung, T. Grant, Z. Fisk and J. Xia, Weak antilocalization and
linear magnetoresistance in the surface state of SmB6, Phys. Rev. B 94, 205114 (2016),
doi:10.1103/PhysRevB.94.205114.

[335] J. Feng et al., Large linear magnetoresistance in Dirac semimetal Cd3As2 with
Fermi surfaces close to the Dirac points, Phys. Rev. B 92, 081306 (2015),
doi:10.1103/PhysRevB.92.081306.

[336] H. Tang, D. Liang, R. L. J. Qiu and X. P. A. Gao, Two-dimensional transport-induced
linear magneto-resistance in topological insulator Bi2Se3 nanoribbons, ACS Nano 5, 7510
(2011), doi:10.1021/nn2024607.

[337] P. A. Penz and R. Bowers, Strain-dependent magnetoresistance of potassium, Phys. Rev.
172, 991 (1968), doi:10.1103/PhysRev.172.991.

[338] J. R. Reitz and A. W. Overhauser, Magnetoresistance of potassium, Phys. Rev. 171, 749
(1968), doi:10.1103/PhysRev.171.749.

[339] Y. Feng et al., Linear magnetoresistance in the low-field limit in density-wave materials,
Proc. Natl. Acad. Sci. 116, 11201 (2019), doi:10.1073/pnas.1820092116.

[340] A. B. Pippard, netoresistance in metal, Cambridge University Press, Cambridge, UK, ISBN
9780521326605 (1995).

[341] X. Wang, F. Xiang, D. Cortie, Z. Yue, Z. Li, Z. Zhang and L. Sang, Giant and
linear magnetoresistance in liquid metals at ambient temperature, (arXiv preprint)
doi:10.48550/arXiv.1907.01462.

[342] C. Herring, Accidental degeneracy in the energy bands of crystals, Phys. Rev. 52, 365
(1937), doi:10.1103/PhysRev.52.365.

[343] P. R. Wallace, The band theory of graphite, Phys. Rev. 71, 622 (1947),
doi:10.1103/PhysRev.71.622.

[344] J. C. Slonczewski and P. R. Weiss, Band structure of graphite, Phys. Rev. 109, 272 (1958),
doi:10.1103/PhysRev.109.272.

[345] Z. Zhu, R. D. McDonald, A. Shekhter, B. J. Ramshaw, K. A. Modic, F. F. Balakirev and N.
Harrison, Magnetic field tuning of an excitonic insulator between the weak and strong cou-
pling regimes in quantum limit graphite, Sci. Rep. 7, 1733 (2017), doi:10.1038/s41598-
017-01693-5.

[346] H. Jin, B. Wiendlocha and J. P. Heremans, P-type doping of elemental bismuth with in-
dium, gallium and tin: A novel doping mechanism in solids, Energy Environ. Sci. 8, 2027
(2015), doi:10.1039/C5EE01309G.

[347] B. I. Halperin, Possible states for a three-dimensional electron gas in a strong magnetic
field, Jpn. J. Appl. Phys. 26, 1913 (1987), doi:10.7567/JJAPS.26S3.1913.

[348] L. Li, J. G. Checkelsky, Y. S. Hor, C. Uher, A. F. Hebard, R. J. Cava and N.
P. Ong, Phase transitions of Dirac electrons in bismuth, Science 321, 547 (2008),
doi:10.1126/science.1158908.

[349] J.-. P. Issi, J.-. P. Michenaud and J. Heremans, Electron scattering in compensated bismuth,
Phys. Rev. B 14, 5156 (1976), doi:10.1103/PhysRevB.14.5156.

79

https://scipost.org
https://scipost.org/SciPostPhysCommRep.8
https://doi.org/10.1103/PhysRevB.94.205114
https://doi.org/10.1103/PhysRevB.92.081306
https://doi.org/10.1021/nn2024607
https://doi.org/10.1103/PhysRev.172.991
https://doi.org/10.1103/PhysRev.171.749
https://doi.org/10.1073/pnas.1820092116
https://doi.org/10.48550/arXiv.1907.01462
https://doi.org/10.1103/PhysRev.52.365
https://doi.org/10.1103/PhysRev.71.622
https://doi.org/10.1103/PhysRev.109.272
https://doi.org/10.1038/s41598-017-01693-5
https://doi.org/10.1038/s41598-017-01693-5
https://doi.org/10.1039/C5EE01309G
https://doi.org/10.7567/JJAPS.26S3.1913
https://doi.org/10.1126/science.1158908
https://doi.org/10.1103/PhysRevB.14.5156


SciPost Phys. Comm. Rep. 8 (2025)

[350] D. Balla and N. Brandt, Investigation of the effect of uniform compression on the temper-
ature dependence of the electrical conductivity of bismuth, J. Exp. Theor. Phys. 20, 1111
(1965).

[351] N. Brandt and Y. G. Ponomarev, Pressure-induced electron transitions in bismuth-tin,
bismuth-lead, bismuth-antimony, and bismuth-antimony-lead alloys, J. Exp. Theor. Phys.
28, 635 (1969).

[352] N. P. Armitage, R. Tediosi, F. Lévy, E. Giannini, L. Forro and D. van der Marel,
Infrared conductivity of elemental bismuth under pressure: Evidence for an avoided
Lifshitz-type semimetal-semiconductor transition, Phys. Rev. Lett. 104, 237401 (2010),
doi:10.1103/PhysRevLett.104.237401.

[353] R. Tediosi, N. P. Armitage, E. Giannini and D. van der Marel, Charge carrier interaction
with a purely electronic collective mode: Plasmarons and the infrared response of elemental
bismuth, Phys. Rev. Lett. 99, 016406 (2007), doi:10.1103/PhysRevLett.99.016406.

[354] A. Menth, E. Buehler and T. H. Geballe, Magnetic and semiconducting properties of SmB6,
Phys. Rev. Lett. 22, 295 (1969), doi:10.1103/PhysRevLett.22.295.

[355] J. C. Nickerson, R. M. White, K. N. Lee, R. Bachmann, T. H. Geballe and G. W. Hull, Phys-
ical properties of SmB6, Phys. Rev. B 3, 2030 (1971), doi:10.1103/PhysRevB.3.2030.

[356] J. W. Allen, B. Batlogg and P. Wachter, Large low-temperature Hall effect and resistivity
in mixed-valent SmB6, Phys. Rev. B 20, 4807 (1979), doi:10.1103/PhysRevB.20.4807.

[357] M. Dzero, J. Xia, V. Galitski and P. Coleman, Topological Kondo insulators, Annu.
Rev. Condens. Matter Phys. 7, 249 (2016), doi:10.1146/annurev-conmatphys-031214-
014749 [preprint doi:10.48550/arXiv.1506.05635].

[358] B. S. Tan et al., Unconventional Fermi surface in an insulating state, Science 349, 287
(2015), doi:10.1126/science.aaa7974.

[359] L. Li, K. Sun, C. Kurdak and J. W. Allen, Emergent mystery in the Kondo insulator samar-
ium hexaboride, Nat. Rev. Phys. 2, 463 (2020), doi:10.1038/s42254-020-0210-8.

[360] S. Gabáni, K. Flachbart, E. Konovalova, M. Orendáč, Y. Paderno, V. Pavlík and J. Še-
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